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Abstract

This thesis focuses on smart image sensors and associative engines for three-dimensional
image capture. We address current issues in a high-speed and high-resolution 3-D image
capture system, and propose new frame access techniques, sensing schemes, sensor archi-
tectures, and circuit designs. We also propose new associative engines with high capacity
scalability for 3-D image processing.

Chapter 2 proposes a high-speed dynamic frame access technique for areal-time and high-
resolution 3-D image sensor. It makes a compact pixel circuit available and achieves a high-
speed position detection on the sensor plane. A 640 x 480 3-D image sensor has been de-
signed and successfully demonstrated in areal-time and high-resolution range finding system.
It attains 65.1 range maps/s and 0.87 mm range accuracy at a distance of 1200 mm. A scale-
up version with 1024 x 768 pixels has been al so devel oped. Furthermore, we have proposed a
column-parallel ambient light suppression technique that is applicable to the dynamic frame
access technique. A 352 x 288 3-D image sensor efficiently reduces a high-contrast ambient
light, device fluctuations, and select timing variations. These techniques realize a real-time
3-D image capture system with a high pixel resolution using alow-intensity beam projection.

Chapter 3 presents arow-parallel frame access architecture for a 1,000-fps range finder. It
employs a chained search circuit embedded in a pixel. A 375 x 365 ultra fast range finder
attains 394.5 kHz frame access rate, which is capable of 1052 range maps/s. The present
techniques will open the way to the future applications which require extremely high-speed
and high-accuracy 3-D image capture.

Chapter 4 proposes a new sensing scheme of low-intensity beam detection for a robust
range finding system. It realizes high sensitivity, high selectivity, and availability in wide-
range background illumination. A 120 x 110 position sensor achieves a high-sensitive light
detection of -18.0 dB signal-to-background ratio in 48.0 dB background illumination. It has
advantages to the application fields which require a safe light projection for human eyesin
various measurement conditions.

Chapter 5 presents a pixel-level color image sensor with efficient ambient light suppression.
A 64 x 64 prototype image sensor realizes a support capability of innate color capture and



object extraction for image recognition in various measurement situations. Furthermore, we
have presented a low-intensity beacon detector for augmented reality systems. A 128 x 128
prototype beacon detector achieves a high-speed beacon detection of 4850 bit/ID-sec with
-10.0 dB signal-to-background ratio. It enables to get a scene image, locations, IDs and
additional information of multiple target objects simultaneously in real time. These features
realize arobust augmented reality system in various scene conditions.

Chapter 6 proposes a new concept and circuit implementation for a high-speed and low-
voltage associative engine with exact Hamming distance search. It achieves no limitation
of data capacity and keeps a high speed operation in a large database due to a hierarchical
search architecture and a synchronous search logic embedded in a memory cell. The circuit
implementation realizes high tolerance for device fluctuations in DSM process technologies
and a low-voltage operation under 1.0V. A 64-bit 32-word associative engine achieves an
operation speed of 411.5 MHz at 1.8 V, and also attains a low-voltage operation of 40 MHz
a0.75V.

Chapter 7 shows ahierarchical multi-chip architecture using fully digital and word-parallel
associative memories based on Hamming distance. The multi-chip structure efficiently real-
izes high capacity scalability by using an inter-chip pipelined priority decision circuit. The
performance evaluation shows that the hierarchical multi-chip architecture is capable of a
high-speed and continuous associ ative processing based on Hamming distance with amegabit
data capacity.

Chapter 8 describes a new word-parallel architecture and digital circuit implementation
for accurate and wide-range Manhattan distance computation, which employs a hierarchical
search path and a weighted search clock technique. The weighted search clock technique
performs wide-range associative processing with fewer additional cycles. An associative
engine, with 64 words of 8 bit x 32 element, has successfully performed the Manhattan
distance computation. The worst-case search time of a sorting of all the stored data is 5.85
us at a supply voltage of 1.8 V.

Chapter 9 discusses an associative processing for 3-D image capture. We address a 3-D
object-clipping algorithm, and present an associative processing flow using a chain search
algorithm. We have demonstrated the feasibility of the associative processing for 3-D object
clipping.

The frame access techniques and sensing schemes efficiently realize a high-speed, high-
resolution and robust 3-D image capture system. And then, the digital associative processing



architectures attain a high-speed data search and a high capacity scalability. Therefore, the
proposed smart image sensors and associative engines will make significant contributions to
advancement of 3-D image capture systems and become adriving force of future applications
with high-quality 3-D images.
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Chapter 1

| ntroduction

1.1 Background

Three dimensional image capture has a wide variety of application fields such as com-
puter vision, robot vision, position adjustment and so on. In recent years, we often see 3-D
computer graphics in movies and televisions, and interactively handle them using persona
computers and video game machines. In the near future, a 3-D imaging system will be ap-
plied to more and more various applications such as 3-D movies, object extraction, gesture
recognition, virtual reality, and security. Then the latest and future 3-D applications will
require a high-speed, high-quality and robust 3-D imaging system.

3-D image capture is mainly composed of range finding and 3-D data processing as shown
in Figure 1.1. A range finder acquires object shapes and locations in a target scene. A 3-
D data processor operates texture mapping, object segmentation and so on. As the process
technology progresses, the number of transistors on an LS| chip has been increasing and an
image sensor attains higher speed and resolution. Furthermore, signal processing functions
are integrated in a sensor chip as a smart image sensor [1], [2]. A smart image sensor thus
has a possibility of high-speed and high-quality range finding. A 3-D data processor aso
becomes able to handle large amounts of image data at high speed due to the process tech-
nology advancement. In particular, a highly paralel image processor, such as an associative
engine, is able to close the performance gap between a signal processor and memoriesin the
high-quality 3-D image capture. A smart image sensor and an associative engine will be key
components of the advanced 3-D imaging system.

3-D imaging systems have been realized on the basis of classic range finding methods
such as the stereo-matching method [3]-{9], the depth-from-defocus method [10]-{12], the
time-of-flight method [13]-{19], and the light-section method [20]{27]. These methods
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Figure 1.1 3-D image capture.

are categorized as either a passive range finding method or an active range finding method.
Typica passive range finding methods are the stereo-matching method and the depth-from-
defocus method. The stereo-matching method provides a ssmple system configuration with
two or more cameras as shown in Figure 1.2 (a). The stereo-matching processing, however,
requires huge computational effort in a case of a high pixel resolution, and the range resolu-
tion and accuracy depend on target surface patterns. Therefore, the stereo-matching method
is being used for 3-D image capture with rough range accuracy. The depth-from-defocus
method estimates a distance between a cameraand atarget object by fine focal adjustment as
shownin Figure 1.2 (b). The range resolution and accuracy strongly depend on atarget con-
dition since the depth-from-defocus method requires explicit surface patterns and edges of a
target object to adjust the focus. On the other hand, typical active range finding methods are
the time-of-flight method and the light-section method. In the time-of-flight method, a pro-
jected light is reflected from atarget object with some delay in proportion to the distance as
shownin Figure 1.2 (c). The arrival time of the reflected light is acquired by a special photo
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Figure 1.2 Typical 3-D measurement methods: (a) the stereo-matching method, (b) the depth-from-
defocus method, (c) the time-of-flight method, (d) the light-section method.

detector. The range resolution is basically determined by the time resolution independently
of atarget distance, therefore the time-of-flight method is suitable for a long-distance range
finding. The range accuracy is, however, limited at a couple of centimeters by an electronic
shutter speed of a special photo detector.

The light-section method has a capability of high range accuracy, and it is efficient for
high-quality 3-D image capture in amiddle-range target scene. A light-section range finding
system consists of a sheet beam projector and a position sensor as shown in Figure 1.2 (d).
A sheet beam is projected on atarget object at an angle of a, and a position sensor obtains a
target sceneimage as shownin Figure 1.3. The sensor detects aposition of the reflected beam
on the sensor plane, and it provides the incidence angle of «;. A distance between a target
object and a position sensor is acquired by triangulation. Figure 1.4 showsa principle of the
triangulation-based range calculation. An image sensor detects a projected beam at e(Xe, ye)
on the sensor plane in a case that a target object is placed at p(Xp, yp, Zp). The incidence
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Figure 1.3 Principle of the light-section range finding.

angles, a; and 6, are given by

f
tan ap = ;e, (11)
tang = . (12)
Ye
where f isafocal depth of acamera. a; and «, are also represented by
I
@p = d2-x, x5’ (1.3
I
ap = d/2—+)(p’ (14)

where | is alength of a perpendicular line from atarget position, p, to x-axis. Therefore, X,
and | are given by
d(tanap — tana;)

X, = , 15

P 2(tanap + tana;) (15
dtanaptana;

| = ——. (1.6)
tana, + tana;

Here, y, = I sinf and z, = | cosé. Thus, y, and z, are also given by

B dtana,tana; sind 1.7
Yo = tanap +tane; '

— dtanap tan a; cosd (18)
P tanap +tana; '

The light-section range finding realizes high-accuracy 3-D image capture, however, many
frames are necessary for the position detection during the beam scanning in order to acquire
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Figure 1.4 Principle of triangulation-based range calculation.

arange map. For example, a 1024 x 1024 range map in video rate requires a high-speed
image capture of over 30,000 frames per second (fps). It is difficult for a standard image
sensor to attain such a high frame rate. Figure 1.5 shows the state-of-the-art image sensors
with 3-D imaging capability based on the light-section method. A high-speed CMOS active
pixel sensor (CMOS APS) using column-parallel analog-to-digital converters (ADCs) has
achieved 500 fps with a 1024 x 1024 pixel resolution [28]. Moreover, one of the state-
of-the-art high-speed image sensors achieves 10,000 fps with a 352 x 288 pixel resolution
by using pixel-paralel ADCs [29]. A standard frame access architecture like these high-
speed 2D image sensors, however, makesiit difficult to realize a high-speed and high-quality
3-D imaging system as shown in Figure 1.5. Smart position sensors have been reported
for fast range finding [25]{27]. These position sensors are customized for quick position
detection of an incident sheet beam on the sensor plane, nonetheless their performances are
nonqualified for a real-time 3-D image capture with a high pixel resolution. Therefore, new
frame access architectures are desired for a high-quality 3-D image capture system.

1.2 Key Componentsof 3-D Image Capture

In this section, concepts of asmart image sensor and an associative engine are presented as
key components of a high-speed and high-quality 3-D image capture system.
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Figure 1.5 The state-of-the-art image sensors with 3-D imaging capability based on the light-section
method.

1.2.1 Smart Image Sensors

A 3-D image capture system based on the light-section method requires an image sensor
with several features such as high-speed position detection, availability in wide-range am-
bient illumination, robust beam selectivity, and so on. It is generally difficult for a standard
image sensor, such as CCD imagersand CMOS APS's, to realize the application-specific fea-
tures. Therefore, a special image sensor customized for 3-D image capture is being desired
to satisfy the application requirements.

A smart image sensor is an application specific image sensor with signal processing func-
tions on the sensor chip, which is also called a computational image sensor, a functional
image sensor, or avision chip [1], [2], [30]. In the conventional imaging systems, an image
sensing device and asignal processing device are separated as shown in Figure 1.6 (4). The
imaging system has alot of flexibility of image processing, however al the image data must
be transferred from an image sensor to a signal processor through an analog-to-digital con-
verter. On the other hand, a smart image sensor includes processing el ements on the focal
plane as shown in Figure 1.6 (b). And then, many smart image sensors have been reported
for various configurations and various functions. For example, an edge detection function
[31]33], a noise reduction function [34]—[36], a variable resolution scan [37]-{39], a mo-
tion detection function [40]-{46], and an image compression function [47]-{50] have been
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Figure 1.7 Parale image processing configurations.

implemented as a smart image sensor. These smart image sensors take advantage of a two
dimensional array structure for the parallel signal processing.

A smart image sensor has a potential capability of ahigh-speed and high-quality 3-D imag-
ing system, and then some smart image sensors have been developed as a high-speed range
finder based on the light-section method [20]-{27]. However, the state-of-the-art smart im-
age sensors are not capable of the future 3-D imaging systems for 3-D movies and scientific
surveillance as shownin Figure 1.5. The 3-D imaging applications need higher speed, higher
pixel resolution, higher range accuracy, more robustness and so on. Therefore, anew sensing
scheme and a new frame access architecture are required for a smart image sensor as a key
component of 3-D image capture.

1.2.2 Associative Engines

The growing processor-memory performance gap becomes an impediment to system per-
formance, particularly where applications require vast amounts of memory bandwidth [51]—
[53]. Many image preprocessing algorithms require huge amounts of memory access, and
then they cause the memory bottlenecks in a standard microprocessor configuration. There-
fore, the integration of processing into memories has been proposed and implemented for
various image processing algorithms, [9], [54]-{61], as shown in Figure 1.7. Although the
parallel image processors generally make a sacrifice of flexibility, they achieve high-speed
image processing. These parallel image processors are usually applied to two dimensional
image filtering and pattern matching, but they are aso expected to be applicable to three
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dimensional data processing.

An associative engine is one of the parallel image processors based on content address-
able memories (CAMSs), in which similar data to a given input are retrieved from pre-stored
data. It has awide variety of applications such as pattern recognition, code-book-based data
compression, multi media, intelligent processing and learning systems. Basic CAMs have
been developed to reduce the memory access and data processing time as reported in [62]—
[66]. They have a capability of quick detection of complete match data in pre-stored data.
Furthermore, advanced CAMs with associative processing based on Hamming or Manhattan
distance have been developed for more flexible and complex data processing [67]- 76].

3-D data processing also requires huge amounts of memory access and data processing
time, thus the parallel image processors based on associative memories are efficient for high-
speed and high-quality 3-D image capture. However, the conventional associative memories
employing analog circuit techniques have critical problems in device scaling, capacity scal-
ability, search range, search precision, and so on. Therefore, a new associative engine with
a high capacity scalability and a flexible search function is desired for 3-D data processing
such as calibration, object segmentation, target recognition and so on.

1.3 Research Objectivesand Thesis Organization

This thesis focuses on smart image sensors and associative engines for three dimensional
image capture. New sensor architectures and circuit designs are presented for advanced 3-D
image capture systems and augmented image sensing systems in Chapter 2 through Chapter
5. Then, new architectures and circuit realization of digital associative engines are shown in
Chapter 6 through Chapter 8, and applied to a 3-D image capture system in Chapter 9.

Chapter 2 proposes a high-speed dynamic frame access technique and circuit implementa-
tion to realize a real-time and high-resolution 3-D image sensor. Ambient light suppression
techniques are also proposed for low-intensity beam detection in the dynamic frame access.
A prototype 3-D image sensor with 640 x 480 pixels using the dynamic frame access tech-
nigue attains a real-time and high-resolution range finding system. Then, a scale-up version
with 1024 x 768 pixels is also developed. Furthermore, a 352 x 288 3-D image sensor
with column-parallel ambient light suppression is presented to demonstrate the feasibility of
the proposed techniques and the applicability to a real-time, high-resolution and robust 3-D
image capture system.

Chapter 3 targets 1,000-fps range finding based on the light-section method for new appli-
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cations of 3-D image capture such as shape measurement of structural deformation and de-
struction, scientific observation of high-speed moving objects, fast visual feedback systems
in robot vision, and quick inspection of industrial components. A concept of row-parallel
position detection is presented for the ultrafast range finding. A 375 x 365 range finder with
new row-parallel search circuitsis shown together with the measurement results.

Chapter 4 shows a demodulation sensing scheme for high-sensitivity beam detection in
wide range of ambient light illumination. It realizes a robust range finding system using a
low-intensity beam projection in nonideal measurement conditions. A 120 x 110 range finder
presents the special features of robust beam detection. It isapplicableto atriangulation-based
range finding using a spot beam projection, and then it successfully captures a range map of
atarget object in ahigh-contrast ambient light.

Chapter 5 introduces two smart image sensors as extension of the demodul ation image sen-
sor. Oneisapixel-level color demodulation image sensor for support of image recognition. It
detects a projected flashlight with suppression of an ambient light based on the demodulation
sensing scheme. Every pixel provides innate color and depth information of a target object
for color-based categorization and depth-key object extraction. A prototype image sensor
with 64 x 64 pixels shows the feasibility of the color demodulation function. The other is
alow-intensity ID beacon detector for augmented reality systems. It enables to get a scene
image, locations, 1Ds, and additional information of multiple target objects simultaneously
inreal time. A prototype image sensor with 128 x 128 pixels demonstrates the low-intensity
ID beacon detection.

Chapter 6 proposes a new concept and circuit implementation for a high-speed associative
engine with exact Hamming distance computation. It employs aword-parallel and hierarchi-
cal search architecture using a logic-in-memory digital implementation. The circuit imple-
mentation enables high tolerance for device fluctuations in a deep sub-micron process and a
low-voltage operation.

Chapter 7 shows a scalable multi-chip architecture based on the digital associative process-
ing presented in Chapter 6. A multi-chip structure is most efficient for the scalability like
standard memories. The present architecture attains the fully chip- and word-parallel Ham-
ming distance computation with faultless precision, no throughput decrease, and additional
clock latency of O(logP) for a configuration with P chips. The performance evaluations
demonstrate the capacity scalability, which is important to handle large amounts of range
data at high speed in a 3-D image capture system.
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Chapter 8 proposes a hardware-oriented search algorithm based on Manhattan distance.
The search algorithm is efficiently implemented using the hierarchical search structure pre-
sented in Chapter 6. The word-parallel digital associative engine attains accurate and wide-
range Manhattan distance computation. It has a wide variety of application fields such as
pattern recognition, data compression, and intelligent processing. Furthermore, it is suitable
for 3-D data preprocessing such as object segmentation, calibration, and target recognition.

Chapter 9 introduces associative processing for 3-D image capture. 3-D object clipping is
efficiently implemented by using the associative engine based on Manhattan distance. Based
on the performance estimation, the possibility of real-time and high-resolution 3-D image
processing is shown.

Finally, Chapter 10 gives conclusions of thisthesis.



Chapter 2

Real-Time and High-Resolution 3-D
| mage Sensor s

2.1 Introduction

This chapter targets a real-time and high-resolution 3-D image sensor, which captures a
range map with over VGA (640 x 480) pixel resolution at a speed of 30 range maps/s. As
presented in Chapter 1, a range finding system based on the light-section method requires
thousands of images every second for a real-time 3-D image capture system. For example,
a video-rate 3-D imaging with a 1024 x 1024 pixel resolution needs over 30,000 fps. Itis
difficult for a standard readout architecture such as CCD, thus smart position sensors for the
fast range finding have been reported in [25]-{27]. [25] employs arow-parallel winner-take-
al (WTA) circuit to realize 100 range maps/swith 64 x 64 range data. Itspixel sizeissmaller
than [26] because of the row-parallel architecture. The pixel resolution, however, is limited
by the precision of the current-mode WTA circuit. Therefore, it is difficult to realize enough
high frame rate for areal-time and high-resolution 3-D imaging system. A 3-D image sensor
using a pixel-parallel architecture [26] is capable of 30 range maps/s with a192 x 124 pixel
resolution. It requires alarge pixel circuit area for an analog-to-digital converter and frame
memories. To reduce the pixel circuit, a 320 x 240 (QVGA) color imager, which is designed
with analog frame memories out of a pixel array, has been developed [27]. The maximum
range finding speedislimited at 15 range maps/swith a 160 x 120 pixel resolution. Asshown
in Figure 1.2, anew frame access technique with a compact pixel configuration is required
to attain areal-time and high-resolution 3-D image capture.

We propose a new concept of high-speed dynamic access in Section 2.2. Section 2.3
presents circuit configurations for the high-speed dynamic access technique. Section 2.4 de-
scribes design of a 640 x 480 real-time 3-D image sensor. Section 2.5 gives a detail account

12
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Figure 2.1 Conventional frame access techniques: (a) analog readout, (b) digital readout.

of areal-time 3-D imaging system using the 640 x 480 3-D image sensor. Section 2.6 shows
the measurement results. Section 2.7 presents a 3-D image capture system using multiple
cameras for full 3-D model reconstruction. Section 2.8 describes a 1024 x 768 3-D image
sensor as a scale-up implementation of the present techniques. In Section 2.9, we propose
pixel-paralel and column-parallel ambient light suppression techniques which are adapted to
use in the proposed access technique. Finally, Section 2.10 summarizes this chapter.

2.2 Concept of High-Speed Dynamic Access

Figure 2.1 (a) and (b) show the conventional frame access techniques using anal og readout
and digital readout, respectively. In the analog frame access technique, pixel values are read
out via source follower circuitsin the same way of astandard CMOS APS as shown in Figure
2.1 (a). The peak position of pixel valuesis detected after the pixel values are converted to
digital values. Column-parallel ADCs [28] make the frame access speed faster, however it
takes a couple of micro seconds per row access. Therefore, the frame access speed is too
slow to realize areal-time range finder though it attains a high pixel resolution. The digital
frame access technique is often used for the state-of-the-art range finders such as [26]. A
pixel array provides digital outputs as the pixel values, therefore they are quickly obtained
by sense amplifiers as shown in Figure 2.1 (b). It achieves a high-speed frame access of a
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Figure 2.2 High-speed dynamic access technique.

couple of 10 ngrow, however the pixel resolution islimited by the large pixel circuit.

We propose a high-speed dynami c access technique which attains both high pixel resolution
and high-speed frame access as shown in Figure 2.2. In the present technique, each pixel
provides an analog value, but the readout scheme is based on a dynamic logic operation such
asthedigital accesstechnique. The present access technigque makes efficient use of the output
timing variations resulting from the pixel values. The pixel valuesarereflected in thetransient
timings of sense-amplified outputs. Therefore, active pixels with a strong incident intensity
are quickly detected by time-domain thresholding. It allows a compact pixel configuration
similar to a standard CMOS APS, and attains a high-speed frame access of a couple of 10
Ns/row.

2.3 Circuit Configurations

2.3.1 Sensing Procedure

Figure 2.3 shows a sensing procedure of the high-speed dynamic access. In the light-
section range finding, an image sensor receives a scene image and a projected sheet beam.
For 2-D image capture, all pixels are accessed using araster scan to read out the pixel values.
For 3-D image capture, an image sensor obtains a position of the projected sheet beam on the
sensor plane. The position detection is carried out as follows.

(@) A row lineisaccessed using the high-speed dynamic access technique to acquire aposi-
tion of the projected sheet beam on the sensor plane. The dynamic accessis carried out
by an adaptive threshold circuit and time-domain approximate ADCs (TDA-ADCs).
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Figure 2.3 Sensing procedure of the high-speed dynamic access.

(b) The pixels which receive a strong beam intensity are detected in the row line. The
detected pixels are over the threshold level whichis adaptively determined by the dark-
est pixel intensity. The adaptive thresholding is implemented using a slope detector
of each column output in time domain to realize quick detection of active pixels. It
is important for the high-speed access and detection of active pixels since the thresh-
old operation requires cancellation of timing fluctuations of the row access speed and
robustness in overall sceneilluminance.

(c) The pixel values over the threshold level are converted to digital by column-parallel
TDA-ADCs. The results of TDA-ADCs contribute to improve a sub-pixel accuracy
due to a gravity center calculation using an intensity profile of a projected beam. The
adaptive threshold circuit and the approximate ADCs are operated at the same time as
the dynamic readout operation.
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(d) Theresults of the adaptive thresholding are transferred to the next pipeline stage to get
the left and right edge addresses of the active pixels. A binary-tree priority encoder
(PE) provides alocation of the active pixels and also selects an intensity profile of the
active pixelsfor the third pipelined stage.

(e) Thethird stage selectively provides the intensity profile of the active pixels as signifi-
cant information for a high-accuracy range finding.

In this procedure, the image sensor quickly acquires the location and intensity profile of
a projected sheet beam as requisites for high-accuracy triangulation, and reduces the data
transmission to attain high frame rate for areal-time and high-resol ution range finding.

2.3.2 Pixd Circuit

Figure 2.4 showsthe pixel circuit configuration and operation diagram. The present sens-
ing scheme allows the same pixel configuration as a 3-transistor CMOS APS[28]. This pixel
structure realizes smaller pixel area and higher pixel resolution than the conventional range
finders[25]-27]. In 2-D imaging, anode of N; is connected to asupply voltage of Vg and a
node of N, isled to a source follower circuit so that pixels work as the conventional APS. In
3-D imaging, anode of N; is precharged to a high level before selected, and anode of N, is
connected to the ground level of V. A biasvoltage of Vy, in Figure 2.5 isset to ahigh level
in order to connect N, to the ground level. After selected, the column output of N; begins
to decrease according to each pixel value as shown in Figure 2.4. Namely the output of N;
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associated with active pixels is decreasing more slowly so that the time to a threshold volt-
age is delayed more as well. In the readout method, the relative intensity of active pixelsis
acquired shortly after the row access, by means of the time-domain dynamic readout scheme
with adaptive thresholding.

2.3.3 Adaptive Threshold Circuit

In general, the conventional position sensors detect high intensity pixels using a predeter-
mined threshold intensity. However, the optimal threshold is influenced by a fluctuation of
the row access speed. It also depends on the overall sceneilluminance. In the present sensing
scheme, the threshold intensity of Ey,, shown in Figure 2.3 (b), is adaptively determined
by the weakest intensity in each row as shown in Figure 2.5 (b) and (c). A column out-
put, CMP,, associated with an inactive pixel is changed first, and then it initiates a common
trigger signal of COM. The common trigger signal, COM, propagates to trigger inputs of
column-parallel latch sense amplifiers through delay elements of Ty, and T,.s, Which deter-
mines a latch timing of the column output of CMP;. DCKg, which is a delayed signal of
COM by Ty, triggers the first stage of the latch sense amplifiers. The first delay, Ty, keeps
athreshold margin of AEy,, shown in Figure 2.3 (b), from the darkest level in time domain.
It cancels a fluctuation of row access speed, which is mainly caused by column-line parasitic
resistances. In addition, it achieves robustness in overall scene illuminance. The first stage
outputs, ACT, indicate whether a pixel is activated or not. They are transferred to the next
priority encoder stage.

Figure 2.6 shows the relation between a voltage value, Vg, a a photo diode and a dis-
charging time of V, at an adaptive threshold level. The voltage level, V4, decreases from
areset level of V,4 dependently on the incident light. And then AV, is converted to the
discharging time. The reset voltage, V, «, enables to adjust the adaptive threshold level, AEy,,
corresponding to the delay of Ty, as shown in Figure 2.6. For example, AV, of 200mV
corresponds to discharge periods of 1.72 ns and 7.68 ns when we provide V.4 of 25V and
1.8V, respectively.

2.3.4 Time-Domain Analog-to-Digital Converters

An intensity profile of active pixelsisacquired by a column-parallel time-domain approxi-
mate ADC (TDA-ADC) at the same time as the adaptive thresholding. The common trigger
signal, COM, continues to propagate through a delay of T,es as SA clock signals, DCK,,, as
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shown in Figure 2.5 (c). DCK,, latches the column outputs, CMP;, at the n-th stage one after
another as shown in Figure 2.5 (b). The arrival timing of a column output depends on the
pixel value, so the results of TDA-ADCs, INT, show an approximate intensity of the active
pixels, which is normalized by the darkest pixel intensity in the row. For example in Figure
2.5, the common trigger signal, COM, isinitiated by CMP; from the darkest pixel, and then
COM generates DCK,, in column parallel. The SAS' results for CMP; are al ‘0’ since the
pixel value is below the threshold level. On the other hand, those for CMP, are 0000011’
and the number of ‘1’ represents the intensity over the threshold level. The number of ‘1’ is
encoded in column parallel and transferred to the intensity profile readout circuit, that is, the
result, INT, is ‘010" as the pixel intensity associated with CMP, in Figure 2.5. The high-
speed readout scheme using the present circuits provides alocation of the detected pixelsand
itsintensity profile simultaneously.

2.3.5 Binary-TreePriority Address Encoder

Figure 2.7 shows a schematic of a binary-tree priority encoder (PE), which receives ACT
from the adaptive threshold circuit. The schematic represents a 16-input PE. A 640-input PE
is necessary for a 640 x 480 (VGA) pixel resolution. It consists of a mask circuit, a binary-
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Figure 2.7 Schematic of abinary-tree priority encoder.

tree priority decision circuit, and an address encoder. At the mask circuit, ACT,, is compared
with the neighbors, ACT,,; and ACT,_1, to detect the left and right edges using XOR circuits.
The priority decision circuit receives PRI _I N,, from the mask circuits and generates an output
at the minimum address of active pixels, for example, PRI _OUT; in Figure 2.7. Theleft and
right edge addresses are encoded at the address encoder. After the first-priority edge has
been encoded, the edge is masked by PRI _OU T, and MCK. And then alocation of the next-
priority active pixels is encoded. The priority decision circuit keeps a high speed in alarge
input number due to a binary-tree structure and a compact circuit cell. The delay increasesin
proportion to log(N), where N is the input number.
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Figure 2.8 Timing diagram of the high-speed position detection.

2.3.6 Intensity-Profile Readout Circuit

Using the location of active pixels from the priority decision circuit, an intensity profile of
a projected beam is quickly read out by an intensity profile readout circuit. It is utilized for
an off-chip gravity center calculation for a high sub-pixel accuracy. An intensity profile of
eight active pixels from the left edge is read out in parallel. The width of a projected sheet
beam can be controlled within eight pixels per row. Even if the width is over eight pixels,
the center position can be calculated using the left and right edge addresses. A 3-b intensity
profile achieves a high sub-pixel accuracy under 0.1 pixel theoretically.

Figure 2.8 shows atiming diagram of the high-speed position detection. Three pipeline
stages take five clock cycles to detect the location address and the intensity profile of active
pixelsin each row. A sheet beam scans atarget scene using amirror controlled by atriangular
waveform. Then a range map is acquired in one way of the mirror scan. That is, 30 range
maps/s requires amirror scan of 15 Hz. For example, 480 row access cycles are carried out
640 timesin amirror scan on atarget scene to get 640 x 480 range data.
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2.4 Design of 640 x 480 Real-Time 3-D Image Sensor

24.1 Sensor Configuration

To start with a feasibility study, we have designed and fabricated a prototype chip with
128 x 128 pixelsusing a 0.6 um standard CMOS process [77]. And then, we have designed
a 3-D image sensor with 640 x 480 pixels using the dynamic access technique based on
the successful experiments of the prototype. Figure 2.9 shows a block diagram of the 640
x 480 3-D image sensor. It consists of a 640 x 480 (VGA) pixel array, address decoders
for row select and reset, column-parallel readout amplifiers with a column selector for 2-
D imaging, and a column-parallel position detector for 3-D imaging. The sensor has two
readout operations. a standard analog readout and a fast dynamic readout. These readout
operations are carried out in a time-divison mode for 2-D and 3-D imaging. A column-
parallel position detector is composed of 3-stage pipeline modules, which are an adaptive
threshold circuit with time-domain approximate ADCs, a priority address encoder, and an
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Figure 2.10 Chip microphotograph.

intensity profile readout circuit. It produces the location address of a projected beam and
its intensity profile. It achieves high-speed position detection and reduction of redundant
information for areal-time and high-resolution 3-D imaging system.

2.4.2 Chip Implementation

We have designed and fabricated a 640 x 480 3-D image sensor using the present architec-
ture and circuitsin a 0.6 um standard CMOS process with 2-poly-Si 3-metal layers. Figure
2.10 shows the chip microphotograph. The sensor has a 640 x 480 pixel array, row select and
reset decoders, 2-D image readout circuits, an adaptive threshold circuit with column-parallel
TDA-ADCs, a 640-input priority encoder and an intensity profile readout circuit in 8.9 mm
x 8.9 mm die size. It has been designed without on-chip correlation double sampling (CDS)
circuits and ADCs for 2-D imaging, but they can be implemented on the chip as the same as
other standard CMOS imagers to reduce fixed pattern noise (FPN) and to achieve high-speed
2-D imaging. A pixel of the 3-D image sensor consists of a photo diode and 3 transistors.
The pixel areais 12 um x 12 um with 29.5% fill factor. The photo diode is formed by an
n*-diffusion in ap-substrate. Table 2.1 summarizes the specifications.
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Table 2.1 Chip specifications.

Process 2P3M 0.6 um CMOS process
Diesize 8.9 mm x 8.9 mm

# pixels 640 x 480 pixels (VGA)
#FETs 1.12M FETs

Pixel size 12.0um x 12.0 um
#FETgpixel 3FETs
Fill factor 29.54 %
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Figure 2.11 Overal system configuration.

2.5 Development of Real-Time 3-D Image Capture System

2.5.1 Overall System Configuration

Figure 2.11 shows an overall system configuration using the real-time VGA 3-D image
sensor. The system consists of a camera module with the sensor, a laser beam source with
a scanning mirror, and a host computer. The camera module has an integrated system con-
troller, which is implemented on an FPGA. The system controller and the host computer
are connected by a Fast SCSI interface. The host computer issues system parameters and
operation commands to the system controller and receives measured range data.
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25.2 System Controller

A real-time range finding system using a high-speed smart image sensor requires high-
speed control, processing and data transmission. We have integrated these functions in an
FPGA. It performs some operation modes such as 2-D imaging, active pixel detection, range
finding, calibration and so on. In a 2-D operation mode, it acquires a scene image via ex-
terna 8-bit ADCs. In a 3-D operation mode, it acquires positions and intensity profiles of
a projected sheet beam. It also controls a scanning mirror through an external 12-bit DAC
in synchronization with the sensor control. The system controller has setting parameters of
the measurement system such as afield angle and a baseline distance, which are downloaded
from a host computer in advance. The range data are calculated using the setting parameters
in the system controller as pre-processing. The range data are transferred to a host computer
using a Fast SCSI interface. A SCSI controller isalso implemented in the FPGA. The system
controller operates at 40 MHz. The date rate of the SCSI interfaceis 9.3 MB/s.

2.5.3 Software Development

The devel oped camera module with the system controller isrecognized as a scanner device
by Windows 98/2000 on a host computer. A developed GUI software communicates with
the system controller viaa SCSI interface to download the setting parameters and to acquire
the measurement results. A calibration target, which has a known shape, is measured to
get calibration parameters at the beginning. The software has a capability of calibration of
measured range datain real time. It aso has a capability of real-time 2-D/3-D image display.

2.5.4 Real-Time 3-D Image Capture System

Figure 2.12 shows photographs of the 3-D image capture system. The cameraboard hasthe
VGA 3-D image sensor, the integrated system controller, power supply circuits, a Fast SCS|
interface, 8-bit ADCs, a 12-bit DAC for mirror control, and peripheral logic circuits. The
laser beam source with arod lens has a power of 300 mW and a wavelength of 665 nm. The
scan mirror can operate up to 100 Hz. The measured data are transferred and displayed on a
host computer in real time as shown in Figure 2.12. The current system requires astrong and
sharp sheet beam since the photo sensitivity is low due to a standard CMOS process, which
IS not customized for an image sensor.
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Figure 2.12 Photographs of the 3-D image capture system.

2.6 Measurement Results

2.6.1 2-D Imaging and Position Detection

Figure 2.13 shows a 2-D image captured by the present sensor. The sensor has 8-parallel
analog outputs and provides a gray scale image by external ADCs. Figure 2.14 shows an
example of position detection of a projected sheet beam. 1n the measurement, the sheet beam
is projected on a sphere target object. The sensor provides the left and right edge addresses
of consecutively active pixelsin row. That is, a target scene image is unnecessary for the
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range finding since the required information is selectively provided as the position addresses.
The redundant data suppression reduces a bandwidth usage of the measurement system. A
reconstructed image of the detected positions is also shown in Figure 2.14. It provides an
intensity profile of the active pixels between the left edge and the right edge in order to
improve the sub-pixel resolution. The range data are calculated by triangulation using the
locations and the intensity profiles of the projected sheet beam.

2.6.2 RangeFinding Speed

In 2-D imaging, eight pixel values are read out in parallel and the readout operation takes 2
uS. The maximum 2-D imaging speed is 13 fps using 8-parallel high-speed external ADCs.
It has apotential of higher 2-D imaging speed since it is easy to implement the conventional
readout techniques, such as column-parallel ADCs, in the present sensor architecture. In 3-D
imaging, the precharge voltage of V. is set to 3.5 V and the compared voltage of Ve, at
adaptive thresholding is set to 3.0 V. Active pixelsin arow line are detected in 50 ns at 100
MHz operation. Delay time of the priority encoder stage is 17.2 ns for the left and right
edges. Readout time of the intensity profile is 21.5 ns. The location and intensity profile
of a projected sheet beam on the sensor plane is acquired in 24.0 us because of the pipeline
operation. The position detection rate for a projected sheet beam is 41.7k lines/s. Scanning
the sheet beam, the 3-D image sensor realizes 65.1 range maps/swith aVVGA pixel resolution.

Figure 2.15 shows the pixel resolution and the 3-D imaging speed of the present image
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Figure 2.14 Measurement result of sheet beam detection.

sensor with comparison among the previous designs. A high-speed 2-D imager [28] achieves
a 500 fps 2-D imaging with 1M pixels due to column-parallel ADCs, however it is difficult
for their architecture to realize a real-time 3-D imaging based on the light-section method.
The state-of-the-art range finders [25]-{27] achieve more than 15 range maps/s. Their pixel
circuits are too large to realize an over-VGA pixel resolution, and their architectures are
intolerant to keep a real-time 3-D imaging rate in a high pixel resolution as shown in Figure
2.15. The present 3-D image sensor is the first real-time range finder with a VGA pixel
resolution based on the light-section method.
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Figure 2.15 Range finding speed and pixel resolution with comparison.

2.6.3 RangeAccuracy

Figure 2.16 shows measured distances of a white flat board at 30 range maps/s. The
baseline distance between a camera and a beam source is 431.5 mm. The view angle of
the camera is 30 degree. A target object is placed at a distance of around 1200 mm from
the camera. The present 3-D image sensor acquires the intensity profile of a projected sheet
beam to achieve a high sub-pixel accuracy. The standard deviation of measured error is 0.26
mm and the maximum error is 0.87 mm at a distance of 1170 mm — 1230 mm by a gravity
center calculation using the intensity profiles. For comparison, the standard deviation of
measured error is 0.54 mm and the maximum error is 2.13 mm by the conventional binary-
based position calculation. That is, the 3-D image sensor achieves|essthan half range error of
the conventional methods based on abinary image. An intensity profile could be distorted by
device fluctuations, but the measurement results show that it is effective to get an approximate
intensity profile of active pixels. Table 2.2 summarizes the performance of the present 3-D
image sensor with aVGA pixel resolution.
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Figure 2.16 Measured range accuracy.

Table 2.2 Performance of the VGA 3-D image sensor.

Power supply voltage 50V

Power dissipation 305 mW (@ 10 MHZ2)
Max. 2-D imaging rate 13.0 frames/s

Max. position detection rate  41.7k lines/s

Max. range finding rate 65.1 range maps/s

Range accuracy (max. error)  0.87 mm (@ 1200 mm)

2.6.4 Real-Time 3-D Image Capture

The present 3-D image sensor is capable of capturing a2-D image and a3-D imagein time
division. Figure 2.17 shows measured images by the present 3-D image sensor. A target is
placed at a distance of 1200 mm from the camera. The distance between the camera and the
beam scanner is431.5 mm. Figure 2.17 (a) isacaptured VGA 2-D image of ahand. Figure
2.17 (b)—(d) are its range maps displayed from different view angles. The brightness of the
range maps represents the distance from the range finder to the target object. The range data
has been aready plotted in 3-D space, so it can be rotated freely as shown in Figure 2.17
(b)—(d). Figure 2.17 (e) is awire frame reproduced by the measured range data and Figure
2.17 (f) isacloseup of Figure 2.17 (e). The measured images show that the real-time 3-D
image sensor with a VGA pixel resolution realizes high-spatial- and high-range-resolution



Chapter 2 Real-Time and High-Resolution 3-D Image Sensors 31

L 4
»

(a) 2-D.image (b);3:Dimage

L d
»

(b)~(d)

close

(c)13;D/image

(e)wire frame

Figure 2.17 Measurement results of 3-D image capture.

3-D imaging.

The image sensor has a possibility of detection failure on a black or complementary red
part of a target object since the reflected intensity of a projected beam degrades. A long
exposure avoids the detection failure with a voltage control of V,¢ and V¢y, on condition
that the reflected beam is still stronger than the high contrast scene. Therefore the projected
beam intensity also limits the range finding speed in proportion. The current 3-D imaging
system requires a strong beam intensity of 300 mW in aroom with a constant ambient light
to achieve the maximum range finding speed. In the future, it can be improved by a high-
sensitivity photo diode with amicro lens, a correlation technique to suppress an ambient light
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Figure 2.18 Measured 3-D images of moving objects.

and so on.

Figure 2.18 shows measured 3-D images in real time. In the real-time 3-D imaging, the
baseline is set to 300.0 mm. The measured range data can be displayed at any view angle. In
Figure 2.18, the range data are plotted as a wire frame at two view angles. In addition, the
color of wire frames represents the distance from the camera by the brightness. The brighter
regions are closer to the camera than the darker ones. We captured 350 range maps in 15.0
seconds. That is, the 3-D imaging system achieves 23.3 range maps/s, which is limited by
the data storage speed on a host computer and the data bandwidth between a camera and a
host computer.
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Figure 2.19 3-D image capture system using multiple range finders.

2.7 3-D Model Reconstruction by Multiple Cameras

2.7.1 System Configuration

Figure 2.19 shows a 3-D image capture system using multiple range finders. It is capable
of capturing a full 3-D model of atarget object. Multiple range finders, which consist of a
3-D image sensor and a sheet beam projector presented in Figure 2.12, are placed around a
target object. A calibration target is placed at the center position among the range finders. It
is acube with 20 cm on a side, and it is used to acquire intra- and inter-camera calibration
parameters before the 3-D image capture [78]. The intra-camera calibration parameters pro-
vide the relation between a 3-D image sensor and a sheet beam projector in the range finder.
On the other hand, the inter-camera calibration parameters provide the relation among the
calibration target and the range finders. The range finding method using a calibration cube
enablesto reconstruct afull 3-D model from range data measured in multiple directions. Fig-
ure 2.20 shows a photograph of a prototype 3-D image capture system using multiple range
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Figure 2.20 Photographs of 3-D image capture system using multiple range finders.

finders. The distance between adjacent range finders is 1200 mm in this measurement setup.

2.7.2 3-D Model Reconstruction by Multiple Cameras

We obtained range data of a target object using two range finders as a preliminary test
of the multiple camera system. Figure 2.21 presents a synthesized 3-D model which is
reconstructed from range data measured in two different directions. Figure 2.21 (a) showsa
target object. Two range finders provide two wire frames of atarget object from the different
view points as shown in Figure 2.21. The captured wireframes are calibrated in the world
coordinate using 12 camera parameters and 8 projector parameters which are acquired for
each range finder with a calibration target. The two wire frames are synthesized with a mean
range error of 1.6 mm by the calibration method as shown in Figure 2.21.
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Figure 2.21 Synthesized 3-D image using multiple range finders.

2.8 Scale-Up Implementation

2.8.1 Design of 1024 x 768 3-D | mage Sensor

We have designed a 1024 x 768 (XGA) 3-D image sensor using the proposed dynamic
access technique as a scale-up implementation. The XGA 3-D image sensor has been fab-
ricated in a 0.35 um standard CMOS process. Figure 2.22 shows a block diagram of the
3-D image sensor. It consists of a pixel array, arow reset decoder, a row select decoder and
a pixel value readout circuit with a column select decoder. Moreover, a position detector is
implemented in the bottom part of the sensor, which consists of an adaptive threshold circuit
and two priority address encoders. An intensity profile detector with column-parallel time-
domain ADCs is implemented in the top part. The position detector of the bottom part is
composed of two pipeline stages. Thefirst stage is the adaptive threshold circuit and the edge
detection circuit. It providesthe left and right edge positions of consecutively active pixelsto
the next stage. The second stage is the priority encoders, which provide the addresses of the
left and right edges. The edge positions detected by the second stage are masked, and then
the next position of active pixelsis encoded in the next cycle. Theintensity profile detector in
the top part has the column-parallel time-domain ADCsto acquire an 8-scaleintensity profile
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Figure 2.23 Chip microphotograph.

Table 2.3 Chip specifications.

Process 2P3M 0.35 um CMOS process
Diesize 9.8 mm x 9.8 mm

# pixels 1024 x 768 pixels (XGA)
#FETs 3.20M FETs

Pixel size 8.4 umx 8.4 um
#FET9pixel 3FETs
Fill factor 29.02 % (6.3 x 3.25 um?)

of active pixels. The acquired intensity profile is selectively read out by the center position
of active pixels, which is calculated by the results of the position detector.

Figure 2.23 shows the chip microphotograph, and Table 2.3 summarizes the chip specifi-
cations. The image sensor has 1024 x 768 pixels (XGA) in 2 9.8 mm x 9.8 mm chip. The
total number of transistorsis 3.20M transistors. The pixel sizeis 8.4 um x 8.4 um with 29.0
% fill factor.

2.8.2 Performance Evaluation

Figure 2.24 shows the range finding speed of the XGA 3-D image sensor estimated by
a circuit simulation. The adaptive threshold circuit detects active pixels in 30.0 ns after a
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Figure 2.24 Possible range finding rate of the XGA 3-D image sensor.

precharge operation. Moreover the column-paralel time-domain ADCs need about 10.0 ns
to acquire an intensity profile of the active pixels. The next priority encoder stage takes 25.1
nsand the intensity profile readout stage takes 27.8 ns. Therefore the cycle time of row access
IS 40.0 ns due to the pipeline structure. The XGA image sensor has a potential capability of
32.5k-fps position detection for an incident sheet beam. It corresponds to 31.8 range maps/s
with 1024 x 768 3-D data. However it requires a high-speed sensor controller of 200 MHz,
and also a strong beam intensity to activate pixelsin a short exposure time of 30 us.

Figure 2.25 shows a possible range accuracy of the XGA 3-D image sensor in an ideal
situation. A range accuracy of the light-section method depends on not only the pixel reso-
lution but also the setup parameters, for example, a baseline distance between a camera and
a beam source, a target distance, a view angle of camera and so on. In this simulation, the
baseline distance is 300 mm, the target distance is 1100 mm, and the view angleis 20 degree.
An intensity profile acquired by the time-domain ADCs can improve the range accuracy ac-
cording to the number of scales as shown in Figure 2.25. The maximum range error is 0.36
mm at a distance of 1100 mm in a normal position detection without an intensity profile.
Furthermore the range accuracy achievesless than 0.19 mm theoretically by using an 8-scale

intensity profile provided by the time-domain ADCs.
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Figure 2.25 Possible range accuracy of the XGA 3-D image sensor.

2.8.3 Measurement Results

The XGA 3-D image sensor has been applied to a range finding system for a preliminary
test. The measurement system is composed of a camera board with the sensor, a scanning
mirror, alaser beam source of 300 mW and 665 nm wavelength, and a host computer. The
host computer is equipped with digital parallel I/O boards of 2 MB/s for sensor control, an
8-bit A/D board for 2-D imaging, and a 12-bit D/A board for mirror scanning. The host
computer controls the sensor and the sheet beam projector, acquires data from the sensor,
and calculates 3-D position data. 1n the measurement setup, the viewing field of the camera
IS 400 mm x 300 mm at a distance of 1100 mm. The baseline between the camera and the
sheet beam projector is 300 mm.

Figure 2.26 (a) shows a measured 2-D image of atarget scene with 1024 x 768 pixels.
Figure 2.26 (b) is a range map reconstructed from the measured 3-D data. In the range
map, brightness represents a distance from the camera. That is, the bright area is close to
the camera and the dark areais far from the camera. A range finding system can be applied
to various application fields. For example, object extraction is promptly realized by arange
map as shown in Figure 2.26 (c). The object extraction method provides a depth-key system
in stead of achroma-key system. In the depth-key system, ablue-back screen is unnecessary.
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Figure 2.26 Measured images and object extraction: (a) a 2-D image with 1024 x 768 pixels, (b) a
range map, (c) object extraction using range information.

Therefore it can be applied to a redlistic synthesizing system of real images and computer
graphics, which has been reported in [18]. Figure 2.27 shows another application of the 3-D
imaging system. The light-section 3-D measurement with a high pixel resolution provides
a precise wireframe model as shown in Figure 2.27 (&), which cannot be realized by the
time-of-flight techniques [13]-{19] and the conventional light-section techniques [20]-{27].
A texture-mapped 3-D object is reconstructed by the wireframe model and the captured 2-D
image as shown in Figure 2.27 (b).

2.8.4 Real-Time Range Finding

Figure 2.28 shows a measurement setup for real-time 3-D image capture with the XGA 3-
D image sensor. The system controller isimplemented in an FPGA (Altera FLEX10K 200E)
to achieve a high-speed system control and a high-speed data rate. The system controller
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(a) a wireframe model (b) a texture-mapped 3-D object

Figure 2.27 Reconstructed 3-D images. (a) awireframe model, (b) atexture-mapped 3-D object.

and Fast SCSI interface are mounted on a camera board as shown in Figure 2.28 (a). The
system controller operates at a speed of 40 MHz. A laser beam source of 300 mW and 665
nm wavelength is placed at a distance of 150 mm from a cameraboard. A target distanceis
set to around 450 mm, and the measurable area is 144 mm x 110 mm as shown in Figure
2.28 (b). Figure 2.29 shows measurement results of real-time 3-D image capture using the
XGA 3-D image sensor. In the real-time 3-D image capture, arange map has 384 x 240 3-D
position data, and the system achieves 18.0 range maps/s. The limiting factor of resolution
and range finding rate is data bandwidth between the camera modul e and a host computer via
aFast SCSl interface of 9.3 MB/s.

2.9 Ambient Light Suppression Techniques

2.9.1 Concept of Ambient Light Suppression

The present dynamic access determines active pixels based on the pixel values, that is, it
strongly depends on the incident light intensity. Therefore, the dynamic access technique
requires a sufficiently strong laser beam for the active pixel detection as well as the conven-
tional techniques based on the light-section method [20]—{25]. Figure 2.30 shows the active
pixel detection of the high-speed dynamic access. Pixel values are determined by the total
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Figure 2.29 Measured 3-D images of amoving object using the XGA 3-D image sensor.
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Figure 2.30 Active pixel detection in the high-speed dynamic access technique.

of an ambient light intensity, Ep,, and alaser beam intensity, Eg,. In the access technique, a
threshold level is determined by the darkest intensity level. For example, Figure 2.30 (a) is
the minimum detectable intensity of a projected laser beam since it has a potential to exceed
the threshold level at atarget surface illuminated by the darkest ambient light. Figure 2.30
(b) can be detected in case that alaser beam is projected at abright part of atarget surface. On
the other hand, it becomes nondetectable at a dark part of atarget surface as shownin Figure
2.30 (c). Many applications, however, generally require a low-intensity bean projection for
eye safety and robust 3-D image capture.

Figure 2.31 shows a concept of ambient light suppression for the dynamic access tech-
nique. It isbased on the inter-frame difference method, where the difference signals between
two subsequent frames are used to detect the projected light. In thefirst frame access, alaser
beam projection turns off, and an image sensor captures the ambient light level, E,,. And
then, each reset level is biased according to the ambient light level for the next frame. In the
second frame, where alaser beam turns on, the ambient light level is canceled by the adaptive
reset level. Therefore, all the intensity levels, as shown by (&) through (c) in Figure 2.31,
become detectable.

A new circuit redlization is, however, necessary for the ambient light suppression in the
dynamic access technique because the pixel values are not directly provided by the access
technique for high-speed active pixel detection. We propose two ambient light suppression
techniques. a pixel-parallel suppression technique and a column-parallel suppression tech-
nique. The proposed pixel-parallel implementation is a simple way using in-pixel frame
memories, but the pixel circuit becomes larger. On the other hand, the proposed column-
parallel implementation, which employs a new reset level feedback circuit, efficiently sup-
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Figure 2.31 Concept of ambient light suppression for the high-speed dynamic access technique.

presses a high-contrast ambient light, device fluctuations, and timing variations of a row
access.

2.9.2 Pixel-Parallel Suppression Circuit

Figure 2.32 shows a pixel circuit configuration of the pixel-paralel ambient light sup-
pression. The in-pixel correlation double sampling (CDS) circuit, which is reported in [79],
usually operates for 2-D imaging as shown in Figure 2.33 (a). First, a voltage level of a
photo diode, Vq, isreset by RST. After photo current integration, ¢, initializes Vg, t0 Vi,
at a sample and hold circuit. And then, V4 is reset again for the next frame while ¢4 turns
on. Finally, the output voltage, Vo, is obtained according to the signal level, Vg,, when ¢;
turns off. The pixel values are read out during photo current integration for the next frame.
This operation is capable of reset noise suppression by the in-pixel CDS operation. On the
other hand, the pixel circuit is aso capable of ambient light suppression as shown in Figure
2.33 (b). In the first frame, a sheet beam projector turns off, and the pixel circuit acquires
an ambient light level, Vy,. Vg, is boosted from Vi, by Vi, which keeps up with Vy,. After
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that, a sheet beam projector turns on, and then the pixel receives the total level, Vg, of the
ambient light and the projected beam. Finally, the pixel circuit providesthe output level, V.
The output level represents the project beam intensity since Vg, has been boosted according
to the ambient light level.

2.9.3 Feashbility Tests of Pixel-Parallel Suppression

We have designed a 176 x 144 (QCIF) 3-D image sensor with the pixel-parallel ambient
light suppression in a 0.35 um standard CMOS process. Figure 2.34 shows the chip mi-
crophotograph and the chip components. It consists of a pixel array with 176 x 144 pixels, a
row reset decoder, arow select decoder, control signal drivers, the adaptive threshold circuit,
the binary-tree priority encoder, analog readout circuits, column-parallel gain amplifiers, 8-
bit ADCs shared by 8 columns, and output buffers. A pixel consists of a photo diode and
10 transistors including 2 MOS capacitors. A photo diode is formed by an n-well in a p-
substrate. The fill factor is 22.0 %. The pixel layout is shown in Figure 2.34. The chip
specifications are summarized in Table 2.4.

Figure 2.35 shows preliminary test results of the pixel-parallel ambient light suppression.
Figure 2.35 (@) is a photograph of a camera module using the designed 3-D image sensor.
Figure 2.35 (b) presents a captured 2-D image without ambient light suppression, that is, a
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Figure 2.33 Timing diagram of pixel-paralel suppression circuit: (a) 2-D imaging mode, (b) 3-D
imaging mode.
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Table 2.4 Chip specifications.

Process 2P3M 0.35 um CMOS process
Diesize 4.9 mm x 4.9 mm
# pixels 176 x 144 pixels (QCIF)

Pixel size 12.8 um x 12.8 um
#FETgpixel 10 FETs(inc. 2 capacitors)
Fill factor 22.0%

(a) camera module (b) 2-D image (d) position detection
] w/0 suppression

w/ pulsed spot beam
right{edge

“l-/
closeup,

(c) 2-D image (e) position detection
w/ suppression w/ constant spot beam

Figure 2.35 Preliminary tests of pixel-paralel ambient light suppression: (a) camera module, (b)
2-D image without ambient light suppression, (c) 2-D image with ambient light suppression.

normal 2-D image. Figure 2.35 (c) shows a captured 2-D image with ambient light suppres-
sion. A target scene illuminated by an ambient light is successfully suppressed. The target
scene provides a full output range from 0V to 2.1V, and it is suppressed down to less than
100 mV by the ambient light suppression. We have successfully obtained the left and right
edge positions of a pulsed spot beam by the high-speed dynamic access technique as shown
in Figure 2.35 (d). The spot laser beam of 10 mW and 635 nm wavelength is modul ated
with a pulse frequency of 20 kHz. The 3-D image sensor is able to ignore a spot laser beam
without a pulse modulation as shown in Figure 2.35 (e). Therefore, the 3-D image sensor
is applicable to a light-section range finding system under a strong ambient light due to the
pixel-level constant light suppression technique.
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Figure 2.36 Adaptive threshold circuit for high-speed dynamic access.

2.9.4 Column-Parallel Suppression Circuit

The pixel-parallel suppression techniqueis capable of ambient light suppression to detect a
low-intensity projected beam. However, there are other factors which limit the detection sen-
sitivity. Oneis select timing variations in the dynamic access technique among column lines
as shown in Figure 2.36 (a). Figure 2.36 shows circuits and operations of the original high-
speed dynamic access technique. The timing variations are caused by parasitic capacitances
and resistances of arow select line. The other is device fluctuations of the readout transistors,
which cause variations of the discharging speed as shown in Figure 2.36 (b). These varia-
tions make timing errors in the adaptive threshold circuit as shown in Figure 2.36 (c). These
limiting factors are not suppressed by the pixel-parallel suppression technique. Furthermore,
the pixel-parallel suppression technique requires a large pixel circuit. It becomes a critical
problem to attain a high pixel resolution.

Figure 2.37 shows an error condition of the original high-speed dynamic access technique
under a strong ambient light. Figure 2.37 (@) is simulation waveforms of column lines,
Veal, from pixels with various ambient light levels, E,,. Figure 2.37 (b) presents simulation
waveforms of column lines, V, from pixelswith a projected beam and various ambient light
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Figure 2.37 Error condition of the high-speed dynamic access technique under strong ambient light.

levels. In this simulation, the projected beam intensity is set to 25 E, and ambient light levels
are swept from E, to 20 E,. E, correspondsto 20 mV at aphoto diode. The column outputs,
COL,;, are generated by comparison between V¢, and a reference voltage. These transient
timings are fluctuated by variations of the ambient light intensity as shown in Figure 2.37 ()
and (d). The threshold timing is determined by the earliest transient timing of COL;, which
is delayed by ATy, from the COL;. In this case, the projected beam intensity is enough to
ignore the variations of ambient light intensity. On the other hand, a projected beam becomes
nondetectablein case that the projected beam intensity isinsufficient. Figure 2.37 (e)—(h) are
simulation waveforms with an insufficient beam intensity of 10 E,. In this case, the transient
timings of active and inactive pixels are overlapped, and the active pixel detection is failed.
Select timing variations and device fluctuations also make the similar error condition.

We propose a column-parallel ambient light suppression using adaptive reset level control
as shown in Figure 2.38. In the column-parallel suppression technique, a pixel circuit isthe
same configuration as the original dynamic access technique, that is, it basically consists of
a photo diode and three transistors. The column-parallel feedback circuits obtain the column
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Figure 2.38 Adaptivereset level control circuit for column-parallel suppression technique.

outputs at the sample timing of SCK in the dynamic access operation. The sampled voltage
levels, which represent the pixel values resulting from an ambient light, are used for the next
reset levels. That is, the next reset levels, Vi, are boosted from the initial reset level by
the ambient light level. Therefore, the impact of an ambient light is suppressed in the next
dynamic access, where a projected sheet beam turnson. It also has acapability of suppression
of the select timing variations among column lines and the device fluctuations of the readout
transistors.

2.9.5 Feashbility Tests of Column-Parallel Suppression

We have designed a 352 x 288 (CIF) 3-D image sensor with the column-parallel suppres-
sion technique in a 0.35 um standard CMOS process. Figure 2.39 shows the chip layout
and the components. It consists of a pixel array with 360 x 296 pixels, arow select decoder,
a row reset decoder, the adaptive threshold circuit, the binary-tree priority address encoder,
the column-parallel adaptive reset feedback circuits, a sample timing generator, and analog
output buffers with a column select decoder. The number of effective pixelsis 352 x 288.
The die sizeis 4.9 mm x 4.9 mm. We have designed two pixel types of a standard structure
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Figure 2.39 Chip microphotograph.

and a high-sensitivity structure using a biased transistor as shown in Figure 2.40 and Figure
2.41, respectively. The standard structure consists of an n*-dif/p-sub photo diode and three
transistors with 29.0 % fill factor in 7.9 um x 7.9 um. The high-sensitivity structure consists
of an n-well/p-sub photo diode and four transistors with 25.1 % fill factor in 7.9 um x 7.9
um. The chip specifications are summarized in Table 2.5.

Figure 2.42 shows simulation waveforms of the column-parallel suppression of ambient
light levels. In the first dynamic access, where a projected sheet beam turns off, the column
output timings of COL; are varied according to the ambient light levels. The ambient light
levels are swept from E, to 20 E,, where E, corresponds to 20 mV at a photo diode. In
the second dynamic access, after the reset feedback by Vs, the output timings without an
incident beam become congruent with each other. Furthermore, the output timings with an
incident beam of 10 E,, which aso include various ambient light levels from E, to 20 E,,
become congruent in the second dynamic access. Therefore, the column-parallel suppression
technique enables to detect alow-intensity beam in various ambient light situations.

Figure 2.43 shows simulation waveforms of the column-parallel suppression of select tim-
ing variations. In the designed CIF 3-D image sensor, the select timing variations are 400 ps.
The simulation results show that the select timing variations of 400 ps are suppressed within
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Table 2.5 Chip specifications.

Process 2P3M 0.35 um CMOS process
Diesize 49 mm x 4.9 mm

# effective pixels 352 x 288 pixels (CIF)

Pixel size 7.9umx 7.9 um

# FET9/pixel 3 FETs (n*-dif/p-sub type)
4 FETs (n-well/p-sub type)
Fill factor 29.0 % (n*-dif/p-sub type)
25.1 % (n-well/p-sub type)
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Figure 2.42 Simulation results of column-parallel suppression of ambient light levels.
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Figure 2.43 Simulation results of column-parallel suppression of select timing variations.

190 ps. In this case, the timing variations are enough small to ignore the impact on robust-

ness of the dynamic access technique. The impact, however, becomes larger in ahigher pixel

resolution such as XGA. Therefore, the suppression of select timing variations is important

and efficient for high-quality 3-D image capture.

Figure 2.44 shows simulation waveforms of the column-parallel suppression of device

fluctuations. The output timings are also varied due to the device fluctuation of readout

transistors. The discharging speed of the dynamic access varies by transistor characteristics

with devicefluctuations. Inthissimulation, SSrepresents atransistor model of aslow NMOS
and aslow PMOS. TT represents a typical transistor model, and FF provides a fast NMOS
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Figure 2.45 Measured waveforms of the column outputs: (a) without reset feedback, (b) with reset
feedback.

and afast PMOS. All the output timings, COL;, are congruent with each other in the second
access. The column-parallel suppression technique successfully reducesthe timing variations
resulting from transistor fluctuations.

Figure 2.45 shows measured waveforms of the column outputs, V., using partialy
shielded pixels embedded in the pixel array for functional tests. Four pixels are implemented
in the pixel array with full open, two-thirds open, one-third open, and closed metal shields,
respectively. Thus, the incident light levels into the photo diodes are different according to
the aperture ratio. Figure 2.45 (a) shows the waveforms of V in the first frame access. In
the first frame access, the pixel values are read out by the origina high-speed dynamic acc-
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Figure 2.46 Timing diagram of the column-parallel timing calibration.

cess technique. Therefore the incident light variations cause the timing variations as shown
in Figure 2.45 (a). In a measurement setup of 3-D image capture, the timing variations are
caused by a high-contrast ambient light, device fluctuations of the readout transistors, and
select timing variations. In the second frame access, that is after the reset feedback oper-
ation, the output timings of V, become congruent and the variations are suppressed. The
column-parallel suppression technique makes the adaptive threshold level stable, and enables
robust position detection of an incident sheet beam. Figure 2.46 shows atiming diagram of
the column-parallel timing calibration. The feedback levelsare provided to the pixels as reset
levels for the next integration. A pulsed laser beam turns on during the second integration
period without reset and select operations.

Figure 2.47 shows a measurement setup of the 3-D image sensor with column-parallel
timing calibration. The system consists of a camera board with the 3-D image sensor, a scan
mirror, alaser beam source, and a host PC. Figure 2.47 (a) and (b) show the front and back
sides of the camera board, respectively. The camera board is composed of the 3-D image
sensor with alens, an 8-bit ADC for 2-D imaging, a 12-bit DAC for mirror scan, an FPGA
for system control and data transmission, peripheral logics and analog circuits. The FPGA
operates at 20 MHz. A SCSI interface is aso implemented in the FPGA to communicate
between the camera board and the host PC. Figure 2.47 (c) shows a photograph of the
measurement setup. The distance between the camera and the bean scanner is 200 mm, and
the distance of atarget object is 1100 mm. The laser bean source has a power of 300 mW
and a wavelength of 665 nm. Figure 2.47 (d) and (e) are ameasured 2-D image and a range
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Figure 2.48 Reconstructed wireframes.
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map of atarget object. In the range map, the brightness represents the distance from the
camera. Figure 2.48 shows an example of reconstructed wireframes measured by the 3-D
image sensor.

2.10 Summary

We have proposed a high-speed dynamic frame access technique and circuit implementa-
tion for areal-time and high-resolution 3-D image sensor. The high-speed readout scheme
realizes to make a standard and compact pixel circuit available and to get alocation and an
intensity profile of a projected sheet beam on the sensor plane quickly. The column-parallel
position detector reduces redundant data transmission for a real-time measurement system.
A 640 x 480 3-D image sensor has been successfully demonstrated in a real-time and high-
resolution range finding system. The maximum range finding speed is 65.1 range maps/s.
The maximum range error is 0.87 mm and the standard deviation of error is0.26 mm at 1200
mm distance due to a gravity center calculation with an intensity profile. We have shown a
range finding system using multiple range finders for a full 3-D model capture. A scale-up
version with 1024 x 768 pixels has been also devel oped.

Furthermore, we have proposed the pixel-parallel and column-parallel ambient light sup-
pression technigques which are adapted to use in the proposed access technique. A 352 x 288
3-D image sensor with column-parallel ambient light suppression has been presented. The
proposed column-parallel suppression technique employs adaptive reset feedback circuits,
and efficiently reduces a high-contrast ambient light, device fluctuations, and select timing
variations. It realizes a high-speed 3-D image capture system using a low-intensity beam
projection, and attains the robust dynamic frame access in a high-speed operation and a high
pixel resolution.



Chapter 3

Row-Par allel Position Sensorsfor Ultra
Fast Range Finding

3.1 Introduction

This chapter targets 1,000-fps range finding based on the light-section method for new
applications of 3-D image capture. The ultra fast range finding provides a possibility of ad-
ditional applications such as shape measurement of structural deformation and destruction,
scientific observation of high-speed moving objects, quick inspection of industrial compo-
nents, and fast visual feedback systems in robot vision. A 1,000-fps range finding system
based on the light-section method requires very high frame rate for position detection of a
projected sheet beam. For example, a 1000-fps range finding system with a practical pixel
resolution such as 320 x 240 (QVGA) pixels requires over 300 kHz frame access rate since
arange map is reconstructed from 320 frames of a scanning sheet beam in the QVGA pixel
resolution. Such a very fast frame access rate is unredlizable even for the state-of-the-art
smart position sensors [20]-{27] as well as high-speed 2-D image sensors [28], [29], since
they have achieved a frame access rate less than 50 kHz at a maximum. Therefore, a new
frame access architecture is necessary for the ultra fast range finding.

In Section 3.2, we present a new row-paralel active pixel search architecture. Section
3.3 shows circuit configurations and operations of the row-parallel active pixel search. Sec-
tion 3.4 proposes a multi-sampling technique for sub-pixel position detection. Section 3.5
presents preliminary tests of a prototype position detector with 128 x 16 pixels, and dis-
cusses the potential capacity and the limiting factors. Section 3.6 shows design of a 375
x 365 ultra fast range finder. In Section 3.7, a system setup and measurement results are
presented, and Section 3.8 summarizes this chapter.

58
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Figure 3.1 Frame access methods: (a) raster scan, (b) row-access scan, (c) row-parallel scan.

3.2 Concept of Row-Parallel Position Detection

The conventiona image sensors generaly employ a raster scan method or a row-access
scan method. The raster scan method sequentially accesses all the pixels for a few active
pixels on thefoca plane as shownin Figure 3.1 (). The row-access scan method also needs
to access all the pixel values. In the row-access image sensors such as[25]-27] and [80], the
active pixelsin arow line can be scanned and detected in column parallel as shown in Figure
3.1 (b). Therefore, the row-access scan method is more suitable for high-speed position
detection than the raster scan method. Figure 3.2 (a) shows a position detection flow of the
row-access scan method. First, some pixelsare activated by a strong incident beam. And then
pixel valuesin arow line are read out. The active pixels are scanned and detected in column
paralel. The left and right edge addresses of consecutively activated pixels are acquired. If
another incident beam exists in the row line, the search and address encoding operations are
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Figure 3.2 Position detection flow: (@) the conventional row-access scan method, (b) the proposed
row-parallel scan method.

repeated. After that, the next row line is accessed and the pixel values are read out again.
The access and search operations are repeated in proportion to the number of row lines of the
sensor array. It becomes a bottleneck of the frame access rate. Therefore, the frame access
rateis limited at around 50 kHz.

Figure 3.1 (c) shows the proposed row-parallel scan method on the focal plane. In the
row-parallel scan method, active pixelsin every row line are simultaneously scanned in row
paralel. And then the addresses are acquired also in row paralel. Therefore, there is no
access iteration in proportion to the pixel resolution as shown in Figure 3.2 (b). The present
row-paralel architecture is implemented on the sensor plane as shown in Figure 3.3. The
row-parallel search operation is carried out by a chained search circuit embedded in a pixel.
Search signals are provided from the left part of the sensor. They propagate from a pixel to
the next pixel one after another via the in-pixel search circuit in row parallel. And then the
search propagation is interrupted at the active pixel in every row line. In terms of address
acquisition, it is practically difficult to implement address encoders in every row since a
regularly spaced array structure is necessary for an image sensor. If an address encoder is
normally implemented in apixel, it requires many transverse wires per row and alarge circuit
area per pixel. Therefore we propose a bit-streamed column address flow for row-paralel
address acquisition with a compact circuit implementation. Column address streams are
injected at the top part of the sensor in column parallel, and change their directions at pixels
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Figure 3.3 Row-parallel position detection architecture.

detected by the search circuits. The address acquisition scheme requires just one vertical
wire per column and one transverse wire per row, so it is suitable for a high-resolution pixel
array. A pixel consists of aphoto detector, a1-bit A/D converter, a search circuit and apart of
address encoder. The proposed search procedure and circuit implementation are capable of
faster position detection, higher scalability of pixel resolution, smaller pixel size, and fairly
simple control than the conventional row-parallel structures such as[25] and [81].

3.3 Circuit Configurationsand Operations

3.3.1 Pixd Circuit

Figure 3.4 shows a pixel circuit configuration with row-parallel position detection func-
tions. It consists of a photo detector with a reset circuit, a 1-bit A/D converter with a data
latch circuit, a pixel value readout circuit, a search mode switch circuit, a chained search
circuit, and a part of address encoder. A voltage of V4 is set to a reset voltage of V4 by
RST. The 1-bit A/D converter receives Vq and determines the pixel value. V,y becomes a
low level in a case of an active pixel with a strong incident intensity. Therefore it provides
‘0’ for an active pixel value, and ‘1’ for an inactive pixel value. A transistor biased by V,
contributes to reduce the short-circuit current and to control the threshold level of A/D con-
version. The pixel value readout circuit provides a binary image for functional tests. The
search mode switch circuit and the chained search circuit are devoted to arow-parallel active
pixel search. The address encoding part connects a column address line with a row address
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line. The row-parallel search and address acquisition functions are described in detail in the

next sections.

3.3.2 Row-Parallel Chained Search Operation

Therow-parallel search operation iscarried out by the chained search circuit embedded in a
pixel. It detects the left edge of consecutively activated pixelsin each row. Figure 3.5 shows
atiming diagram of the pixel circuit. Figure 3.6 shows a procedure of the row-parallel active
pixel search. The search mode switch circuit, which is implemented by a pass-transistor
XOR, provides acontrol signal, CTR, of the search circuit. For the left edge detection, LSW
issettoahigh level and RSW isset to alow level. Astheresult of pixel activation, the active
pixel valuesare ‘0’ and the othersare ‘1’ as shown in Figure 3.6 (a). A search signal, SCHy,
isprovided to theleft edgein each row line. It passesthrough inactive pixels one after another
via in-pixel search circuits since the control signal, CTR, isahigh level. The search signal
propagation is interrupted at the first-encountered active pixel as shown in Figure 3.6 (b),
that is, it detects the left edge of consecutively activated pixels. After row-parallel address
acquisition, LSW turns off and RSW turns on. All the pixel values are inverted for the right
edge detection as shown in Figure 3.6 (c). Namely the active pixel values changeto ‘1’ and
the interrupted search signal immediately starts again from the left edge. It passes through
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Figure 3.5 Timing diagram of row-parallel position detection.

active pixels one after another and then stops at the next pixel of the right edge.

The worst delay of the search operation is a signal propagation through all the pixelsin a
row line. Therefore the search clock cycleis determined by the worst-case delay. The center
position of incident beam can be calculated by the left and right edge addresses. The number
of search cycles are regardiess of the number of consecutively activated pixels. If another
active pixel exists on the same row, al the pixel values can be inverted again by LSW and
RSW switching. The search operation restarts from the detected right edge to the next left
edge. Therefore the row-parallel search operation has a capability of position detection for
multiple incident beams by the search continuation. The last search signal, SCH,,, provides
whether no active pixel existsin each row as a search completion signal.
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Figure 3.6 Procedure of row-parallel active pixel search.

3.3.3 Row-Parallel Address Acquisition

Figure 3.7 shows a row-parallel operation for address acquisition using a bit-streamed
column address flow in a case of the left edge detection. A column address line is connected
with arow address line by a part of address encoder in the detected pixel. The row-parallel
address acquisition needs just two passtransistorsin apixel asshownin Figure 3.4. The two
input signals are SCH; and SCH;, . At the detected left edge, SCH, from the previous pixel
becomes a high level, but the next search signal SCH,,, is still alow level since the search
signal stops. Therefore both of two inputs, SCH; and SCH;,, are set to a high level at the
detected pixel. A bit-streamed address signal is provided from a column address line to a
row address line viathe two pass transistors. The column address streams never conflict with
each other in the same row line since the left or right edge is detected by the row-paralel
search in each row. The bit-streamed address signals are injected from the LSB to the MSB,
and received by the row-parallel processors. The number of address acquisition cyclesis a
logarithmic order of the horizontal pixel resolution.
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3.34 Row-Parallel Processing

The range-finding image sensor hasrow-parallel processors, which receive bit-streamed ad-
dresssignals, ADD;, and search completion signals, SCHs7s. Figure 3.8 shows a schematic
of the row-parallel processor. It consists of a selector with asignal receiver, afull adder, 18-
bit registers, 18-bit output buffers, and data readout circuits. The selector switches the pro-
cessing functions, which are an address acquisition mode and an activation counting mode.
Figure 3.9 shows a timing diagram of the row-parallel processor. A bit-streamed address
signal isreceived by alow-threshold inverter because the address signal can not swing to the
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supply voltage due to the pass transistors in a pixel. In a multi-sampling operation, the row-
parallel processor counts the number of usable pixel activations using the search completion
signal since some search operations sometimes include no active pixel. The address acquisi-
tion mode and the activation counting mode are switched by MLT. The left edge addressis
stored in the registers. Then the right edge address is accumulated on the left edge address
by CK, and CK,, in asequential order from the LSB to the MSB. ENB is provided to disable
an input of the full adder for carry accumulation in a multi-sampling operation. The accumu-
lated address represents the center position of active pixels. The results are transferred to the
output buffers by TR, and then they are read out by SEL during the search operation for the
next frame. The row-parallel processing is concurrently executed with the row-parallel ad-
dress acquisition. The row-parallel processor has a capability of a multi-sampling operation
by the high-speed position detection.

3.4 Multi-Sampling Position Detection

3-D range data are calculated by a beam projection angle of a, and an incident angle of
a; as shown in Figure 3.10. The incident beam angle, «;, is provided from the incident
beam position on the focal plane. Therefore the range resolution and accuracy depend on the
resolution of position detection on the sensor. Sub-pixel resolution of position detection effi-
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Figure 3.10 A triangulation-based light-section range finding system: (a) system configuration, (b)
relation between a range accuracy and a beam position on the focal plane.

ciently improves the range accuracy. A multi-sampling technique is implemented to acquire
an intensity profile of the incident beam for afine sub-pixel resolution.

In amulti-sampling method, all the pixel values are updated again and again during a photo
integration. Pixelswith astronger incident intensity are activated faster and found many times
in multiple samplingsasshownin Figure 3.11. Inthe conventional single sampling mode, the
acquired data are binary and so the calculated center position has a 0.5 sub-pixel resolution
as shown in Figure 3.11 (@). On the other hand, the number of samplings represents the
scales of intensity profile as shown in Figure 3.11 (b). Some scales provide a fine sub-pixel
resolution of center position detection for range accuracy improvement. Figure 3.12 shows
atheoretical estimation of the sub-pixel resolution as a function of the number of samplings.
A Gaussian distribution is assumed as the beam intensity profile. The sub-pixel resolution is
efficiently improved in 2 — 8 samplings. For example, a 4-sampling mode has a capability of
a 0.2 sub-pixel resolution.

3.5 Preiminary Testsof 128 x 16 Position Detector

In this section, we present preliminary tests of a prototype position detector with 128 x 16
pixelsto show the feasibility of the proposed row-parallel search operation and to discussthe
potential capability in ahigher pixel resolution. We introduce two operation modes of areset-
per-scan mode and a reset-per-frame mode, and discuss their advantages and drawbacks.
In addition, we propose a fast range detection system with stereo range finders as one of
applications using the prototype position detector.
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Figure 3.14 Simplified row-parallel processors implemented in the prototype position detector.

3.5.1 Chip Implementation

Figure 3.13 showsablock diagram of a128 x 16 prototype position detector using the pro-
posed row-parallel search technique. It consists of a 128 x 16 pixel array, a column address

generator, row-parallel processors with 32 bit SRAMSs per row, and a memory controller.

The position detector is designed with row-parallel processors simplified for a single-
sampling function as shown in Figure 3.14. A row-parallel processor consists of a latch
sense amplifier to get a column address stream, a full adder, random access memories with

a read/write circuit, output buffers for pipeline data readout, and some control logics. It re-

ceives the bit-serial-streamed addresses of x; and X; + 1 in row-parallel address acquisition

when the left and right active pixels with a strong incident intensity are at x; and x;. A latch
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Figure 3.15 Chip microphotograph.

Table 3.1 Chip specifications.

Process 2P3M 0.35 um CMOS process
Sensor size 2.5 mm x 0.3 mm

# pixels 128 x 16 pixels

Pixel size 16.25 um x 16.25 um

#trans. / pixel 18 transistors

Fill factor 20.15%

sense amplifier holds the bit-serial address of x; and stores it to 32-bit SRAMSs if the search
signal does not arrived, that is, an active pixel still exists in the row. On the other hand, a
reserved address, 0, is stored in the SRAMs in a case of no active pixel in the row. Itisin-
terpreted as no active pixel in post handling. When the frontier position of the scanning laser
beam is needed, the address datain SRAMs are transferred to output buffers and read out. To
get the center position of active pixelsfor astandard range finding system, the next bit-serial
address of x; + 1 is accumulated on the left edge address of x; in row parallel before trans-
ferred and read out. The 32-bit SRAMs have a capability of four edge addresses of active
pixels or four accumulated addresses of the left and right active edges. The preprocessing
contributes to reduce data transmission and also realizesto get the positions of multiple sheet
beamsin one frame.

We have designed and fabricated the prototype position detector in a 0.35 um standard
CMOS process. Figure 3.15 shows a microphotograph of the fabricated chip. The pixe
circuit has a photo diode and 18 transistors in 16.25 um x 16.25 um pixel areawith 20.15 %
fill factor. The position sensor occupies 2.5 mm x 0.3 mm. Table 3.1 summarizes the chip
specifications.
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3.5.2 Limiting Factorsof Frame Rate

A range finding system based on the light-section method is realizable by two ways of
position detection, a reset-per-scan mode and a reset-per-frame mode. The pixels with high
integration level resulting from a strong incident intensity are activated in the position detec-
tion modes.

In a reset-per-scan mode, the integration time of each pixel takes one scan interval after a
reset operation. The activated frontier positions of the scanning beam are detected during the
integration. Here the limiting factors of frame rate are the access rate for active pixels and
the incident intensity of scanning beam. The frame rate of fp is given by

1
- maX(Tacc, Tpal)

fde = min(facc, fpal) (3.1

where Tac and faec are the access time and rate for active pixels, and Tpa1 and fpy are the
pixel activation time and rate with a scanning beam as shown in Figure 3.16 (a). The access
rate of fa isdetermined by the search time for active pixels. The pixel activation rate of f,a;
Is associated with the integration time to exceed athreshold level after reset, and decided by
theintensity of the scanning beam. The reset-per-scan mode has apossibility of ahigh frame
rate by a short accessinterval though it needs a plenty strong incident intensity of a projected
beam against ambient illumination. But then this mode is not applicable to some specific
cases with multiple and complex-shaped target objects since we assume the projected beam
is scanned in one direction from the left to the right on the sensor plane.

In a reset-per-frame mode, the integration time takes one frame interval with a reset op-
eration. The operation of position detection is carried out after the integration with a reset
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Figure 3.17 Simulated search time per frame for position detection of the fabricated chip.

operation. Thus the frame interval is the total of integration time and access time for active
pixels. The frame rate of f,g isgiven by

_ 1 _ facc : fpa2
Tacc+ Tpz  face + fpa2

fpsd (3.2)

where T4, and f,a, are the pixel activation time and rate with scanning beam in a reset-per-
frame mode as shown in Figure 3.16 (a). The pixel activation rate of fy4 is determined by
the intensity of the scanning beam in the same way as fp.1. The sensitivity of the reset-per-
frame mode is, however, lower than that of the reset-per-scan mode since the projected beam
has an intensity profile with spatial distribution as shown in Figure 3.16 (b). The intensity of
inactive pixels, which is under the threshold level of Ey, iswasted by areset operationin the
next frame of the reset-per-frame mode. The efficiency, Q, is given by
Eact

Q= E. (3.3)
where E, isthe total intensity of the projected beam and E, is the total intensity at active
pixels. Therefore the pixel activation rate of the reset-per-frame mode is lower than that of
the reset-per-scan mode in the same situation as shown in Figure 3.16 (a). A high-speed
accessrate of f .. makesthe frame rate faster though fp,, is dominant in asituation without a
sufficient beam intensity. Differently from the reset-per-scan mode, the reset-per-frame mode
can be applied to multiple and compl ex-shaped target objects since the location of a projected
beam on the sensor plane is unrestricted due to areset operation per frame.

3.5.3 AccessRate and Pixel Resolution

Figure 3.17 shows post-layout simulation results of a search time for the row-parallel
position detection. The maximum propagation delay of asearch signal is 71 ns, and the 7-bit
address acquisition for 128 columnstakes 140 ns. The total search time to get the position of
the left edge is 216 ns per frame.
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In a reset-per-frame mode, the frame interval, which is the total of the photo integration
time and the search time for active pixels, is 30.2 us where we assume the photo integration
time is 30 us. In a reset-per-scan mode, the search operation is repeated and the frontier
positions of the scanning sheet beam are detected during the photo current integration. The
frameinterval isthe same asthe search timeif we have a plenty strong intensity of a scanning
beam. Figure 3.18 shows the relation between the row-pixel resolution and the search time
of active pixels. Here we assume that the column-pixel resolution isthe same as the row-pixel
resolution (i.e. NxN pixel resolution) and the active pixels are laid in the same vertical line
because it is the worst case due to the maximum capacitive load of the addressline. A real-
time range finding with 30 range maps/s and 1024 x 1024 pixelsrequires 32.5 us search time.
The present architecture achieves 918 ns search time per frame at a 1024-pixel horizontal
resolution in a 0.35 um CMOS process as shown in Figure 3.18. It achieves enough speed
for not only real-time but also beyond-real-time range finding and visual feedback.

3.5.4 Fast Range Detection with Stereo Range Finders

We present a fast range detection system using stereo range finders as one of applications
using the prototype position detector as shown in Figure 3.19. In the reset-per-scan mode,
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Figure 3.19 System configuration of fast range detection using stereo range finders.

the scanning sheet beam activates pixels from the right to the left on the sensor plane. Then,
two position sensors detect the edge of the active pixels. The difference between xz and x.
represents the distance from the position sensors. Here, the edge address of the left position
sensor is X, and that of the right one is xg. The light-section system usually uses a pair
of one laser scanner and one sensor since the range data can be acquired by them using a
triangulation principle. It is, however, difficult for a standard range finding configuration
to realize a 1,000-fps range finding system because it requires very fast and accurate swing
control of a beam scanner. The range detection system using stereo range finders is capable
of ultrafast range finding without accurate beam scanning.

Figure 3.20 shows a principle of the fast range detection using stereo range finders. Two
position sensors detect the positions of the beam reflection on the sensor planes, respectively.
For example, we assume that the right position sensor detectsit ase; at X = Xg, and the left
one detects it as e, at X = X_ when atarget object is placed at p(Xp, yp. Zp). a1 and a, are
given by the detected positions, xg and X, as follows:

f
L (34)
R
f
tana, = X—, (35)
L

tana;

where f isafocal depth of cameras. Substituting o, and «; in Eq. ( 1.3) through Eq. ( 1.8)
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Figure 3.20 Principle of fast range detection using stereo range finders.

with a1 and a2, p(Xp. ¥p, Zp) is obtained. From Eq.( 3.4) and Eq.( 3.5), xg — X_ isgiven by
_ f(tana’]_ + tan Ckz)

X=X = tanaq tanas ' (36)
Compared between Eq.( 1.8) and Eq.( 3.6), we obtain
f - dcosé
Zp = H (37)

Rough range data can be calculated more simply for some applications of quick range
detection such as collision prevention. From Eq.( 3.7), |z,| is amonotone increasing function
of xg — X, asfollows:

|Zp| o (3.8

Xr — XL '
Therefore, the difference between two addresses represents the distance between the sensors
and atarget object. Thus, we can define a threshold level, dy, for range detection, and we
can quickly determine if an object is placed within z;, or not as follows:

XrR— XL < Opn (near from the threshold), (3.9
Xg— X > Oy (far from the threshold), (3.10)

where we assume a target field angle of y-axisis narrow and cosé = 1. The range threshold,

Zn, for the range detection is given by
d-f

= . A1
4 A (3.11)
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The range detection system using stereo range findersis suitable for high-speed range finding
applications such as collision prevention since it enables a high-speed scanning beam and a
simple range calculation.

355 Measurement Results

A measurement setup of the prototype position detector has been developed as shown in
Figure 3.21. It consists of the position detector on a test board, a scanning mirror with a
laser beam source of 300 mW and 665 nm wavelength, an FPGA for system control, and
a host PC. In this system, the position detector and a scanning mirror are controlled by the
FPGA, and the acquired position data are transferred to ahost PC after capturing. The FPGA
was operated at 80 MHz due to the limitation of the testing equipment. In this case, the
search time was 450 ns per frame and a photo integration time was 30 us at V4 of 1.4 V.
The search time is limited by the control speed of the FPGA in the measurement. To realize
a 2-camera system for a high-speed 3-D imaging, the hardware cost becomes double for two
position sensors. The computational effort of range calculation is amost the same since just
the detected positions of the additional sensor is used for triangulation instead of a swing
position of scanning mirror. The data transmission, however, becomes double if the range
calculation is not carried out on the FPGA.
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Figure 3.22 shows the measurement results of the present position detector. The positions
of the left and right active pixels were acquired as shown in Figure 3.22 (a). That is, the pro-
jected sheet beam is located between these edges on the sensor plane. The position detector
has a row-parallel processor to calculate the center position on the chip to reduce the data
transmission.

Figure 3.22 (b) shows sequentially captured positions of a scanning sheet beam of 2 kHz
by areset-per-frame mode. Here the position detector provides the center address cal culated
by the row-parallel processor. The measurement result shows that the access rate of fa is
2.22 MHz and the pixel activation rate of f,s, is 33.3 kHz. In the measurement, the center
position of a projected beam is calculated on the sensor plane, so two search operations for
the left and right active pixels are needed. A 256 effective pixel resolution is realized by the
center calculation to improve the range accuracy. Here the frame interval takes 30.9 us per
frame, which includes 30.0 us integration time. Thusthe frame rate of f,g is32.2 kHz.

Figure 3.22 (c) showsthe frontier positions of a scanning sheet beam during a photo inte-
gration in areset-per-scan mode. 1n the measurement situation, 2 kHz mirror scanning within
the camera angle is limited by a scan drive of the galvanometer mirror. Though the frame
interval of 4 usis sufficient to get the position of 2 kHz scanning beam, this sensor achieves
up to 2.22 MHz as the same as the access rate of f,. In thisregard, the scan speed requires
17.4 kHz to get the full performance of the position sensor with a 128-pixel horizontal reso-
lution. Therefore the frame rate of f,g could be limited by the pixel activation rate of gy if
the intensity of a projected beam isinsufficient. The pixel-activation rate of a reset-per-scan
mode can be 233 kHz in the measurement system, where the efficiency Q of Eq.( 3.3) isabout
1/7. That is, the possible frame rate of f,g with a128-pixel horizontal resolution is 233 kHz.
On the other hand, the measurement results also show that the position sensor achieves a
frame rate of 2.22 MHz if we have an acceptable test equipment with a plenty strong pro-
jected beam and a higher-speed scanning mirror. To achieve the maximum frame rate of the
present sensor, we need a high-power laser beam source with 2.5 W. It can be reduced by us-
ing a high-sensitive photo detector instead of the current photo detector in a standard digital
CMOS process. The performance evaluation and comparisons are summarized in Table 3.2.
The simulation and measurement results show that the proposed row-parallel search archi-
tecture has a potential capability of ultrafast range finding over 1,000 range maps/s with a
high pixel resolution.
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Figure 3.22 Measurement results.
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Table 3.2 Measurement results and comparisons.

# pixels frame accessrate | range maps/s (rps) | limiting factor
The present prototype 128 x 16 32.2 kHzD 252 rps fa: activation rate

—reset per frame 1024 x 1024 | (31.4kHz)@ 30.6 rps face: ACCESS rate

" Thepresent prototype || 128x16 | 233kHzV ] 174k rps® | fpa: activation rate
—reset per scan 128 x 16 2.22 MHz® 17.3k rps® face: ACCESS rate
1024 x 1024 | (1.09 MHz)@ 1.06k rps face: ACCESS rate
Brajovic et al. [25] 32x 64 6.4 kHz 100 rps facc: @ccessrate
Sugiyamaet al. [27] 160 x 120 3.3kHz 15rps facc: accessrate

Required rate for real time || 1024 x 1024 | 30.7kHz | (for30rps) | —

3.6 Design of 375 x 365 Ultra Fast Range Finder

3.6.1 Sensor Configuration

We have designed a 375 x 365 ultrafast range finder using the proposed row-parallel search
architecture. Figure 3.23 showsan overview of the row-parallel scan image sensor simplified
to 4 x 4 pixels. It consists of a pixel array, bit-streamed column address generators at the
top part, row-parallel processors with data registers and output buffers at the right part, arow
scanner at theleft part, and amultiplexer at the bottom part. These components are controlled
by an on-chip sensor controller with a phase locked loop (PLL) module. Pixelsin arow line
are connected with neighbor pixels by a search signa path. Column address streams are
provided from the address generators to each vertical wire. Then the bit-streamed address
signas are injected to horizontal wires at the detected pixels. The row-parallel processors
receive the bit-streamed address signals and the search completion signals from the right
pixelsin each row.

3.6.2 Chip Implementation

A 375 x 365 3-D range-finding image sensor using the present row-parallel architecture
has been fabricated in a0.18 um standard CMOS process with 1-poly-Si 5-metal layers. The
die sizeis 5.9 mm x 5.9 mm. Figure 3.24 shows the chip microphotograph and the pixel
layout. The sensor consists of a 375 x 365 pixel array, a column-parallel address generator,
and row-parallel processors with 18-bit registers and output buffers. A row scanner and a
column multiplexer are also implemented to acquire a binary 2-D image for test. The row-

(MM easurement results with 2 kHz scanning beam of 300 mW.
@ Simulation results in parentheses.

© Possible range finding rate with high-speed scanning mirror.
“ Possible range finding rate with strong beam intensity.
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Figure 3.23 Simplified block diagram of 4x4 pixels.

parallel operations are executed by an on-chip sensor controller with a phase locked loop
(PLL) module. 3.74 M transistors are totally implemented. The supply voltageis 1.8 V. The
pixel sizeis11.25 um x 11.25 um with 22.8 % fill factor. It consists of a photo diode and 24
transistors. The photo diode is composed of an n*-diffusion and a p-substrate. It is split into
several rectangular slices to improve the sensitivity since the present CMOS process has no
option of silicide layer removal. Table 3.3 shows the chip specifications.

3.7 Measurement Results

3.7.1 Frame Access Rate

The row-paralel position detection is pipelined in three stages on the sensor as shown in
Figure 3.25. The first stage is a photocurrent integration for pixel activation. The second
stage isarow-parallel operation of active pixel search and address acquisition. The last stage
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Figure 3.24 Chip microphotograph and pixel layout.
Table 3.3 Chip specifications.
Process 1P5M 0.18 um CMOS process
Diesize 5.9 mm x 5.9 mm
Resolution 375 x 365 pixels
Pixel size 11.25 um x 11.25 um
Fill factor 22.8%
Pixel configuration 1 PN-junction PD, 24 FETs/ pixel
Total FETs 3.74 M transistors

is adata readout operation from output buffers. The photocurrent integration period is called
a pixel activation time. It depends on the incident beam intensity and the sensitivity of a
photo diode. That is, the pixel activation time can be controlled by the beam intensity. On
the other hand, the access time is limited by a search operation with address acquisition or
a data readout operation. Therefore our principal aim is to achieve a short access time for
high-speed position detection.

Figure 3.26 shows a cycle time of each pipeline stage at a 400 MHz operation. The worst
case of search signal propagation takes 90 ns. Thus the search path refresh and the search
operations for the left and right edges need 90 ns, respectively. The row-parallel address
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Figure 3.25 Pipeline operation diagram.
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Figure 3.26 Cycletime of active pixel search and data readout.
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acquisition takes less than 200 ns in the worst case. The worst case of address acquisition
meansthat all the detected pixels are placed on the same column because the |oad capacitance
of a column address generator becomes largest and limits the injection speed of the bit-
streamed column address signals. The total cycle time of search and address acquisition is
670 ns. The limiting factor of access time is the digital readout stage from output buffers,
which requires 2737.5 ns. Therefore the search and address acquisition can be repeated 4
times in the data readout period with keeping the frame access rate.

We have tested the maximum access rate of the designed sensor. The sensor has a function
of user-specified pixel activation. The worst-case situation is set by an electrical pattern
on the sensor plane. Figure 3.27 shows a data readout circuit and a test equipment for
probing the output signals. Output buffers in each row are selected by SEL,. The position
results are read out by dynamic readout circuits precharged by PRE, and received by sense
amplifiers synchronized with SACK. The reference voltage of V,es is set to 300 mV below
the supply voltage. The output signals are probed with parasitic capacitances of Cy and Cpg,
which are 7 pF and 13 pF, respectively. All the active pixels are set in the 374-th column as
the worst-case situation. The expected results were successfully acquired up to a 432 MHz
operation. Figure 3.28 shows measured waveforms of the worst-case frame access to an
electrical test pattern at 432 MHz. The image sensor achieves a frame access rate of 394.5
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Figure 3.28 Measured waveforms of the worst-case frame access to an electrical test pattern at 432
MHz.
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Figure 3.29 Measured range accuracy: (a) single-sampling mode, (b) multi-sampling mode.

kHz, which corresponds to 1052 range maps/s with 375 x 365 range data. The datarate is
144 M bit/pin-sec in the maximum frame access rate.

3.7.2 RangeAccuracy

Figure 3.29 shows the measured range accuracy at a target distance of around 600 mm.
The X-axis means a target distance and the Y-axis means a measured distance. Figure 3.29
(& shows the measured results in the conventional single sampling mode. The maximum
range error is 2.78 mm and the standard deviation of error is 1.02 mm. The conventional
single sampling mode achieves 0.46 % range accuracy by a 0.5 sub-pixel resolution. The
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Figure 3.30 Photograph of arange finding system.

range error is typically-dominated by a pixel quantization error of position detection on the
focal plane. Therefore the range error can be suppressed by a multi-sampling technique with
4 scales as shown in Figure 3.29 (b). The maximum range error is 1.10 mm and the standard
deviation is 0.47 mm in the same situation. The multi-sampling mode achieves 0.18 % range
accuracy, which corresponds to a 0.2 sub-pixel resolution.

The range accuracy can be suffered from a threshold fluctuation of pixel activation on
the sensor plane. The peak-to-peak threshold fluctuation is about 150 mV including the reset
voltage drop on the sensor, which is measured by binary 2-D imagesin variousreset voltages.
Anintensity profilewith 4 scalesis, however, not fatally suffered from the fluctuation because
the fluctuation has strong correlation with the location on the sensor and it is enough small
to calculate the center position in alocal area. The timing of pixel activation is separated
from the search and address acquisition operations as shownin Figure 3.5. That is, the pixel
activation is executed after the search path refresh and before the search signal propagation.
Therefore the pixel activation is not affected by the crosstalk caused by digital signaling on
the focal plane.

3.7.3 UltraFast Range Finding

Figure 3.30 shows a photograph of the present measurement setup. The baseline between
acameraand abeam projector is set to 180 mm. Thetarget distanceis 600 mm and the target
sceneis 90 x 90 mm?. A 300 mW laser beam is expanded by arod lens as a sheet beam with
5 mm width. The beam wavelength is 665 nm. Figure 3.31 shows an example of measured
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(a) measured range data (b) target object

Figure 3.31 Measurement result of range finding.

Table 3.4 Chip performance.
Supply voltage 18V
Max. clock freqg. 432 MHz
Frame access rate 394.5 kHz
Datarate 144 M hit/pin-sec
Rangefinding speed 1052 range maps/sec
Sub-pixel resolution 0.2 pixels (4 samplings)
Range accuracy max. 1.10 mm @ 600 mm

S.D. 0.47 mm @ 600 mm

Power dissipation 1065 mW @ 432 MHz, 1.8V

rangeimages. The measured 3-D data are plotted on three-dimensional coordinatesasawire-
frame model (a) of atarget object (b) in Figure 3.31. In the present measurement setup, the
limiting factor of the range finding is the pixel activation time. And so the system requires a
higher sensitive photo detector or a sharp and strong laser beam. Table 3.4 summarizes the
chip performances.
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3.8 Summary

We have proposed a row-parallel frame access architecture for a 1,000-fps range finder,
which has many potential applications such as shape measurement of structural deformation
and destruction, quick inspection of industrial components, scientific observation of high-
speed moving objects, and fast visual feedback systems in robot vision. The row-parallel
search operations are executed by a chained search circuit embedded in a pixel on the focal
plane. The bit-streamed column address flow realizes row-parallel address acquisition with a
compact circuit implementation. Moreover, amulti-sampling technique is available for range
accuracy improvement.

We have shown the feasibility and the potential capability using a prototype position de-
tector with 128 x 16 pixels. A 375 x 365 ultra fast range finder has been also designed
and fabricated in a 1P5M 0.18 um standard CMOS process. It achieves a high-speed frame
access rate with multiple samplings. The maximum frame access rate is 394.5 kHz with 4
samplings, which is capable of 1052 range maps/s in case that the measurement setup has a
plenty strong beam intensity. Then, it provides 1.10 mm range accuracy at a target distance
of 600 mm. It has been improved up to a 0.2 sub-pixel resolution by the multi-sampling
technique. The present techniques and circuits will open the way to the future applications
which require extremely high-speed and high-accuracy 3-D image capture.



Chapter 4

High-Sensitive Demodulation Sensorsfor
Robust Beam Detection

4.1 Introduction

This chapter describes a demodulation position sensor with efficient ambient light suppres-
sion for arobust range finding system. Particularly, some applications of 3-D image capture,
such as a walking robot and a recognition system in vehicles, require both of availability
in various background illumination and safe light projection for human eyes. The conven-
tional image sensors and range finders detect a position of peak intensity on the sensor plane
to acquire a position of a projected beam in a range finding system [20]-{27]. Therefore,
these sensors require a strong beam projection when a target object is placed in a nonideal
environment with a strong ambient light.

A possible method to realize suppression of the background illumination is an interframe
difference method, where the difference signals between two subsequent frames are used to
detect a projected light. This method has been also implemented in the proposed high-speed
dynamic access as presented in Section 2.9, however it takes at |east aframe interval timefor
the ambient light suppression. Color filters mounted on the sensors can suppress the back-
ground illumination and realize high-sensitivity photo detection. Sunlight, however, contains
distributed wavelengths with strong intensity, so that the color filters are not enough for some
applications. A high-sensitivity position sensor with a capability of electronic suppression of
the background illumination is required in such situations.

A correlation technique, such as [82]-84], is a possible solution to the problems. These
correlation sensors can suppress the background illumination to obtain a high sensitivity. Its
dynamic range, however, is limited by the linear difference circuit due to the voltage signal
saturation. It is not applicable for a strong contrast image in an outdoor environment.

89
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Figure 4.1 Basic ideaof the demodulation sensing.

We have proposed a new sensing scheme for high-sensitivity and wide-dynamic-range
photo detection which employs a logarithmic-response correlation circuit [85]. It has suc-
cessfully overcome the saturation problem of [82]{84] resulting from an ambient light. In
this chapter, we propose a new circuit realization using a current-mode suppression circuit to
improve the light detection sensitivity. Section 4.2 presents a concept of the demodulation
sensing scheme and a pixel circuit realization using a current-mode suppression circuit. Sec-
tion 4.3 describes sensor configurations and peripheral circuits. Section 4.4 shows design of
a 120 x 110 position sensor using the demodulation sensing scheme. Section 4.5 presents
performance evaluation and application to range finding. Finally, Section 4.6 summarizes
this chapter.

4.2 Sensing Scheme and Circuit Realization

4.2.1 Demodulation Sensing Scheme

Figure 4.1 illustrates a sensing scheme for high-sensitivity and wide-dynamic-range photo
detection. In the light-section range finding system, a laser beam modulated by a pulse
generator is projected on a target object. The photo detector receives a reflection of the
projected laser beam and the background illumination together. A photo current generated
by the incident light is fed into a low-pass filter. An output current of the low-pass filter
is subtracted from the original photo current. The subtraction is realized using a current-
mode circuit instead of a voltage mode circuit in [85] to avoid saturation. The output current
is alternating when the incident light includes a modulated light. A logarithmic-response
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Figure 4.2 Pixel circuit implementation of the demodulation sensing

circuit limits the amplitude of current swing to avoid a saturation problem of a correlation
circuit after the constant current suppression. The limited current swing is divided into two
integrators by an external correlation signal. A marked difference voltage between the outputs
of each integrator is acquired only when the incident light has the correlation frequency.
The low-pass filter and the current-mode subtraction circuit realize the adaptive suppression
of constant illumination. The logarithmic-response circuit and the correlation circuit are
dedicated to wide-dynamic-range and high-sensitivity photo detection.

4.2.2 Pixe Circuit Realization

Figure 4.2 shows a pixel circuit implementation of the present demodulation sensing. The
pixel consists of aphoto diode, acurrent-mode suppression circuit with low-passfilters, abias
circuit for the low-pass filters, a logarithmic |-V converter, two integrators for correlation,
and two source follower circuits for readout. The transistor size (W/L) is aso shown by
micrometers (um) in Figure 4.2. The size of coupled or cascaded transistors is omitted in
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Figure 4.2 since they are the same size. A photo current of |4 is generated in proportion
to the incident light intensity. The photo current is copied as a current of al,q, where a is
a gain of the current copier circuit. Its average current, al,,, is generated by a low-pass
filter and it is subtracted from alpy. The low-pass filter consists of two biased transistors
(Mo and M;) and two capacitors (Co and C;). The biased transistors are used for a resistor
of the low-pass filter, which are based on HRES (Horizontal RESistor) presented in [86]. A
drain-source current, Iy, of the transistor, My, is controlled by the gate voltage of V. The
bias circuit makes the gate-source voltage of V,, constant in each pixel for constant resistance.
The saturation current of the biased transistor, My, is half of the bias current of |, controlled
by V,.

Figure 4.3 shows atiming diagram of the pixel circuit operation. Here, fy is acorrelation
frequency. When the incident light includes a modulated light, the photo current, | 4, hastwo
components of a constant current of |4, by an ambient light and an aternating current of |,
by amodulated light.

Ipd = Idc + Iac. (4.1)
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The low-pass filter generates the average current, al,,,, as follows.
algy, = am = a(lgc + lac). (4.2

The constant current, 14, is adaptively suppressed by the current-mode suppression circuit.
Here, a time constant of the low-pass filter is designed at 1.2 msin a typical situation. It
can be adjusted by the external bias voltage, V,. The output current, I, Of the suppression
circuit is given by

lmod = @l pg — @layy = a(lac — Toc). (4.3)

The output current, 14, IS converted to a voltage level of Vg by a logarithmic-response
circuit.

Vmod = ﬁ |Og(|0 + |mod)a (4-4)

where g is a gain factor of the logarithmic-response circuit and Iy is an offset current. The
output is divided into two capacitors, C, and Cs, by the external signals, MPY+ and MPY—,
synchronized with the correlation frequency. The voltages, Vimp,+ and V-, @ C, and C; are
read out as Vo, and Vo by source follower circuits, respectively.

When the incident light contains only the background illumination, the photo current is
constant and I is zero. In this case, the difference voltage between Vo, and Vo iS
zero, and the pixel is recognized as an inactive pixel. On the other hand, the marked dif-
ference between Vo, and Vo is acquired only when the incident light has the frequency
synchronized with the correlation signal. The pixel is recognized as an active pixel when the
difference voltage exceeds the reference voltage, Ve, as follows.

Vouts = Vour- = chp- (4-5)

4.3 Sensor Configurations

Figure 4.4 shows a sensor structure with the present photo detectors. It consists a pixel
array, a row-select address decoder, row buffers of correlation signals, column-parallel sub-
traction circuits and comparators with a column-select decoder. Both of the output voltages,
Voutr @nd Vg, are read out into the subtraction circuit. The difference voltage between Vo,
and V- is compared with the reference voltage of Ve, at the column-parallel comparators.
All pixels of aselected row are determined to be activated or not in parallel. Figure 4.4 also
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Figure 4.4 Array structure and timing diagram.

shows its timing diagram. After a pixel is selected, its output voltages, Vo, and Vo, are
sampled on each node of Cgi; by ¢1. When ¢, turns on, a voltage of V. at a node of Cg¢ IS

given by

V., = Vous — Vour- + Vo, (4.6)

where V, is an off'set voltage for adjustment of the input range of the comparator. The refer-
ence voltage, Vemp, Of the comparator is given by

chp = Vref + Vo. (4.7)

V, is compared with V¢, a alatch sense amplifier when ¢s turns on. A pixel is activated
when the difference voltage exceeds the threshold voltage of V,e;. When the incident light
of the selected pixel contains a modulated light synchronized with the correlation frequency,
the difference voltage becomes large as shown in Case 1 of Figure 4.4. Alternatively, the
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Figure 4.5 Pixel layout.

difference voltageis zero or small as shown in Case 2 when theincident light does not contain
the correlation frequency.

Variationsin characteristics of two readout waysfor Vo, and V. cause an offset between
the output voltages, V, and V_. And the comparator requires a large margin of the thresh-
old level. That is, Vemp should become higher, and then a large difference voltage between
Voutr @nd Vo isrequired. It means that the variations are a possible reason to decrease the
sengitivity of the present sensing scheme. It is suppressed by the threshold margin at column-
parallel comparators to detected active pixels with a correlative incident light. On the other
hand, the uniformity of the circuits over the array hardly influences the performance since
the suppression of an ambient light and the correlation of aincident light are carried out in
pixel paralel.

4.4 Chip Implementation

We had designed and fabricated a prototype chip with 16 x 16 photo detectors using a 0.6
um standard CMOS process [87] for a preliminary test. And then, we have designed a 120
x 110 position sensor for robust beam detection based on the successful experiments of the
prototype. Figure 4.5 shows a pixel layout of the designed position sensor. It consists of a
photo diode, 43 transistors, including 4 MOS capacitors. Capacitance of Cy and C,, which
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Table 4.1 Chip specifications.

Process 2P3M 0.6 um CMOS process
Chip size 8.9 mm x 8.9 mm

Num. of pixels 120 x 110 pixels

Pixel size 60.0 um x 60.0 um

Fill factor 13.5%

# trans./pixel 43 trans. (inc. 4 MOS capacitors)

are shown in Figure 4.2, is 370 fF, and that of C, and C3 is 150 fF. The pixel areais 60
um x 60 um with 13.5 % fill factor. The photo diode is formed by an n*-diffusion in a p-
substrate. Figure 4.6 shows a chip microphotograph of the 120 x 110 position sensor. The
process technology is a standard 0.6 um CMOS process with 2-poly-Si and 3-metal layers.
The die size is 8.9 mm x 8.9 mm. It consists of a pixel array of 120 x 110 pixels, a row
select decoder, control signal drivers for demodulation, column-parallel subtraction circuits,
and column-parallel comparators. Table 4.1 summarizes the chip specifications.
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4.5 Measurement Results

45.1 Measurement Setup and Preliminary Tests

For performance evaluation, a measurement setup has been constructed with alaser pointer
with a 635 nm wavelength, a pulse generator for modulation, an LCD light projector for
nonuniform background illumination, and a host computer as shown in Figure 4.7. Figure
4.8 shows a camera module with the 120 x 110 position sensor and a spot beam source with
X-Y scanning mirrors.

Figure 4.9 shows a preliminary test of position detection for a low-intensity beam pro-
jection against strong and nonuniform background illumination. A modulated laser beam
corresponding to 4 kIx is projected on atarget object. The maximum intensity of the back-
ground illumination is about 80 kIx. In this measurement, the correlation frequency is set
at 8 kHz and the correlation operation lasts 0.7 ms. A distance between the position sensor
and the target object is about 600 mm. The position sensor clearly detects a position of the
projected laser beam as shown in Figure 4.9. The light detection has a tolerance to not only
nonuniform background illumination but also target colors. In this measurement setup, range
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Figure 4.8 Photographs of the measurement setup: (a) a camera modul e with the position sensor; (b)
a spot beam source with X-Y scanning mirrors.
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Figure 4.9 High sensitive position detection in nonuniform background illumination.

data of atarget object are acquired by triangulation using X-Y scanning of the spot laser
beam.

4.5.2 Sensitivity and Dynamic Range

Figure 4.10 shows the relation between a background intensity, Ey,, and the minimum
detectable intensity, Eg, min, Of a projected light. In this measurement for sensitivity and dy-
namic range, the modulation frequency is 1 kHz and the frame interval is5 ms. To evaluate
the sensitivity of the light detection, intensities of the projected light and the background
illumination are measured by a photo current, 1,4, generated by each incident light. It is be-
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Figure 4.10 Sensitivity and dynamic range.

cause the projected laser beam has only a 635 ns wavelength, which isrelatively sensitive for
the photo detector, and the background light contains distributed wavelengths. Illuminance
corresponding to the background photo current is shown in the upper axis of Figure 4.10 as
areference.

The experimental results of the present sensor are shown by (@) in Figure 4.10. The present
sensor enables to use a low-intensity projected light due to the suppression of an ambient
light. The minimum SBR (Signal-to-Background Ratio), which stands for the sensitivity of
the light detection, is-22.8 dB. SBR is defined as follows:

E . .
SBR = 10log —™, (4.8)
Eby

In addition, the high-sensitivity light detection is available without saturation in awide range
of background illumination. The high sensitivity under -18 dB SBR is achieved in more
than 48 dB range of background illumination. For example, the projected light intensity can
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be equivalent to ~ 1.2 x 102 Ix in outdoor environment, where the background intensity is
~ 1.1x 10° Ix. It also can be equivalent to ~ 22 Ix in aroom, where the background intensity
is~ 1.0x 10° Ix.

Figure 4.10 showsthat the sensitivity becomesworse under low-level irradiance conditions
due to a response speed and device mismatch of the current mirror, hence a higher intensity
level of the projected beam is required to keep the correlation speed and S/N under the low-
level irradiance conditions. The maximum dynamic range is limited by the test equipment.
According to acircuit smulation, the limiting factor of dynamic range will be a saturation
problem of the logarithmic-response photo detector. In other words, the reverse bias voltage
at a photo diode becomes low due to a strong incident light so that the photo diode cannot
get the photo current in proportion to the incident light.

For comparison, the capabilities of our previouswork [85] and the conventional correlation
sensors [82]-84] are shown by (b) and (c) in Figure 4.10, respectively. The present position
sensor is more applicable to awide variety of applications than the conventional sensors due
to the higher sensitivity and dynamic range. The high-sensitivity and wide-dynamic-range
beam detection is achieved by a current-mode dc suppression circuit for saturation avoidance
and a correlation circuit for small signal accumulation with alogarithmic-response circuit.

In this measurement, a noise level caused by various reasons such as transistor mismatch
has been evaluated by the threshold adjustment of a column-parallel comparator under a
constant incident illumination since the present sensor provides only a binary image based
on correlation. The correlation output of the column-parallel subtract circuit is theoretically
the same level of V,, which is shown in Figure 4.4. That is, the noise level can be acquired
by the threshold adjustment as the offset voltage from V,. The average noise level of the
present sensor was 42.3 mV. The standard deviation of the noise level was 15.7 mV. In the
range finding, the threshold voltage is set to the total voltage of V,, the average noise level,
and a threshold margin. The noise fluctuation is suppressed by the threshold margin of 100
mV to detect the active pixels.

A range finding based on the light-section method generally suffers from reflectance varia-
tions of atarget surface. However, the damage to the present system is less than the conven-
tional systems since it keeps the signal-to-background ratio to detect the projected beam in
widerange. That is, it is because the reflectivity variations often influence both the ambient
light and the projected beam though it depends on the spectrum of their wavelengths.
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Figure 4.11 Selectivity of the demodulation sensing.

453 Selectivity

The correlation technique suppresses another projected light with a modulation frequency
of f1, which is not equal to a correlation frequency of f,. Figure 4.11 shows the difference
voltage of the correlation outputs, whichis Vo, — Vout_, at variousincident light frequencies.
In this measurement, the correlation frequency of fyisset to 1 kHz and the frameinterval is5
ms. The measurement result shows that the suppression ratio is less than -7 dB. Particularly,
the suppression ratio of even harmonics of fy islessthan -13 dB. Thus the projected light of
even-harmonics frequencies can be ideally separated in a multiple-light-projection system.
Such aseparation of concurrently projected lightsisimportant for atriangulation-based range
finding to reduce a dead angle, where an object isilluminated by multiple light sources from
different directions.

454 FrameRate

The present position sensor has a trade-oft between the sensitivity and the frame rate. Fig-
ure 4.12 showsthe relation between the correlation frequency and the sensitivity. The gain of
correlation decreases by a high correlation frequency due to parasitic capacitances of a photo
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Figure 4.12 Relation between the correlation frequency and the sensitivity.

diode. That is, a time constant of the photo diode and the logarithmic-response circuit is a
limiting factor of the demodulation sensing technique. The present position sensor attains a
correlation frequency of 10 kHz at -16 dB SBR, and the correlation interval is 0.5 msin this
situation. That is, a possible frame rate of the position sensor is 2000 fps at -16 dB SBR.
The achievable frame rate at -22.8 dB, which is the minimum SBR of the present sensor, is
400 fps using a 2 kHz correlation frequency. And the frame rate at -18 dB SBR, which is
available in 48 dB range of background illumination, is 1200 fps using a 6 kHz correlation

frequency.

455 RangeFinding Results

We have applied the 120 x 110 position sensor to a triangulation-based range finding 