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Abstract

This thesis focuses on smart image sensors and associative engines for three-dimensional

image capture. We address current issues in a high-speed and high-resolution 3-D image

capture system, and propose new frame access techniques, sensing schemes, sensor archi-

tectures, and circuit designs. We also propose new associative engines with high capacity

scalability for 3-D image processing.

Chapter 2 proposes a high-speed dynamic frame access technique for a real-time and high-

resolution 3-D image sensor. It makes a compact pixel circuit available and achieves a high-

speed position detection on the sensor plane. A 640 × 480 3-D image sensor has been de-

signed and successfully demonstrated in a real-time and high-resolution range finding system.

It attains 65.1 range maps/s and 0.87 mm range accuracy at a distance of 1200 mm. A scale-

up version with 1024 × 768 pixels has been also developed. Furthermore, we have proposed a

column-parallel ambient light suppression technique that is applicable to the dynamic frame

access technique. A 352 × 288 3-D image sensor efficiently reduces a high-contrast ambient

light, device fluctuations, and select timing variations. These techniques realize a real-time

3-D image capture system with a high pixel resolution using a low-intensity beam projection.

Chapter 3 presents a row-parallel frame access architecture for a 1,000-fps range finder. It

employs a chained search circuit embedded in a pixel. A 375 × 365 ultra fast range finder

attains 394.5 kHz frame access rate, which is capable of 1052 range maps/s. The present

techniques will open the way to the future applications which require extremely high-speed

and high-accuracy 3-D image capture.

Chapter 4 proposes a new sensing scheme of low-intensity beam detection for a robust

range finding system. It realizes high sensitivity, high selectivity, and availability in wide-

range background illumination. A 120 × 110 position sensor achieves a high-sensitive light

detection of -18.0 dB signal-to-background ratio in 48.0 dB background illumination. It has

advantages to the application fields which require a safe light projection for human eyes in

various measurement conditions.

Chapter 5 presents a pixel-level color image sensor with efficient ambient light suppression.

A 64 × 64 prototype image sensor realizes a support capability of innate color capture and
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object extraction for image recognition in various measurement situations. Furthermore, we

have presented a low-intensity beacon detector for augmented reality systems. A 128 × 128

prototype beacon detector achieves a high-speed beacon detection of 4850 bit/ID·sec with

-10.0 dB signal-to-background ratio. It enables to get a scene image, locations, IDs and

additional information of multiple target objects simultaneously in real time. These features

realize a robust augmented reality system in various scene conditions.

Chapter 6 proposes a new concept and circuit implementation for a high-speed and low-

voltage associative engine with exact Hamming distance search. It achieves no limitation

of data capacity and keeps a high speed operation in a large database due to a hierarchical

search architecture and a synchronous search logic embedded in a memory cell. The circuit

implementation realizes high tolerance for device fluctuations in DSM process technologies

and a low-voltage operation under 1.0V. A 64-bit 32-word associative engine achieves an

operation speed of 411.5 MHz at 1.8 V, and also attains a low-voltage operation of 40 MHz

at 0.75 V.

Chapter 7 shows a hierarchical multi-chip architecture using fully digital and word-parallel

associative memories based on Hamming distance. The multi-chip structure efficiently real-

izes high capacity scalability by using an inter-chip pipelined priority decision circuit. The

performance evaluation shows that the hierarchical multi-chip architecture is capable of a

high-speed and continuous associative processing based on Hamming distance with a megabit

data capacity.

Chapter 8 describes a new word-parallel architecture and digital circuit implementation

for accurate and wide-range Manhattan distance computation, which employs a hierarchical

search path and a weighted search clock technique. The weighted search clock technique

performs wide-range associative processing with fewer additional cycles. An associative

engine, with 64 words of 8 bit × 32 element, has successfully performed the Manhattan

distance computation. The worst-case search time of a sorting of all the stored data is 5.85

us at a supply voltage of 1.8 V.

Chapter 9 discusses an associative processing for 3-D image capture. We address a 3-D

object-clipping algorithm, and present an associative processing flow using a chain search

algorithm. We have demonstrated the feasibility of the associative processing for 3-D object

clipping.

The frame access techniques and sensing schemes efficiently realize a high-speed, high-

resolution and robust 3-D image capture system. And then, the digital associative processing
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architectures attain a high-speed data search and a high capacity scalability. Therefore, the

proposed smart image sensors and associative engines will make significant contributions to

advancement of 3-D image capture systems and become a driving force of future applications

with high-quality 3-D images.
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Chapter 1

Introduction

1.1 Background
Three dimensional image capture has a wide variety of application fields such as com-

puter vision, robot vision, position adjustment and so on. In recent years, we often see 3-D

computer graphics in movies and televisions, and interactively handle them using personal

computers and video game machines. In the near future, a 3-D imaging system will be ap-

plied to more and more various applications such as 3-D movies, object extraction, gesture

recognition, virtual reality, and security. Then the latest and future 3-D applications will

require a high-speed, high-quality and robust 3-D imaging system.

3-D image capture is mainly composed of range finding and 3-D data processing as shown

in Figure 1.1. A range finder acquires object shapes and locations in a target scene. A 3-

D data processor operates texture mapping, object segmentation and so on. As the process

technology progresses, the number of transistors on an LSI chip has been increasing and an

image sensor attains higher speed and resolution. Furthermore, signal processing functions

are integrated in a sensor chip as a smart image sensor [1], [2]. A smart image sensor thus

has a possibility of high-speed and high-quality range finding. A 3-D data processor also

becomes able to handle large amounts of image data at high speed due to the process tech-

nology advancement. In particular, a highly parallel image processor, such as an associative

engine, is able to close the performance gap between a signal processor and memories in the

high-quality 3-D image capture. A smart image sensor and an associative engine will be key

components of the advanced 3-D imaging system.

3-D imaging systems have been realized on the basis of classic range finding methods

such as the stereo-matching method [3]–[9], the depth-from-defocus method [10]–[12], the

time-of-flight method [13]–[19], and the light-section method [20]–[27]. These methods
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Figure 1.1 3-D image capture.

are categorized as either a passive range finding method or an active range finding method.

Typical passive range finding methods are the stereo-matching method and the depth-from-

defocus method. The stereo-matching method provides a simple system configuration with

two or more cameras as shown in Figure 1.2 (a). The stereo-matching processing, however,

requires huge computational effort in a case of a high pixel resolution, and the range resolu-

tion and accuracy depend on target surface patterns. Therefore, the stereo-matching method

is being used for 3-D image capture with rough range accuracy. The depth-from-defocus

method estimates a distance between a camera and a target object by fine focal adjustment as

shown in Figure 1.2 (b). The range resolution and accuracy strongly depend on a target con-

dition since the depth-from-defocus method requires explicit surface patterns and edges of a

target object to adjust the focus. On the other hand, typical active range finding methods are

the time-of-flight method and the light-section method. In the time-of-flight method, a pro-

jected light is reflected from a target object with some delay in proportion to the distance as

shown in Figure 1.2 (c). The arrival time of the reflected light is acquired by a special photo
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Figure 1.2 Typical 3-D measurement methods: (a) the stereo-matching method, (b) the depth-from-

defocus method, (c) the time-of-flight method, (d) the light-section method.

detector. The range resolution is basically determined by the time resolution independently

of a target distance, therefore the time-of-flight method is suitable for a long-distance range

finding. The range accuracy is, however, limited at a couple of centimeters by an electronic

shutter speed of a special photo detector.

The light-section method has a capability of high range accuracy, and it is efficient for

high-quality 3-D image capture in a middle-range target scene. A light-section range finding

system consists of a sheet beam projector and a position sensor as shown in Figure 1.2 (d).

A sheet beam is projected on a target object at an angle of αp, and a position sensor obtains a

target scene image as shown in Figure 1.3. The sensor detects a position of the reflected beam

on the sensor plane, and it provides the incidence angle of αi. A distance between a target

object and a position sensor is acquired by triangulation. Figure 1.4 shows a principle of the

triangulation-based range calculation. An image sensor detects a projected beam at e(xe, ye)

on the sensor plane in a case that a target object is placed at p(xp, yp, zp). The incidence
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angles, αi and θ, are given by

tanαi =
f
xe
, (1.1)

tan θ =
f
ye
, (1.2)

where f is a focal depth of a camera. αi and αp are also represented by

αp =
l

d/2 − xp
, (1.3)

αi =
l

d/2 + xp
, (1.4)

where l is a length of a perpendicular line from a target position, p, to x-axis. Therefore, xp

and l are given by

xp =
d(tanαp − tanαi)

2(tanαp + tanαi)
, (1.5)

l =
d tanαp tanαi

tanαp + tanαi
. (1.6)

Here, yp = l sin θ and zp = l cos θ. Thus, yp and zp are also given by

yp =
d tanαp tanαi sin θ

tanαp + tanαi
, (1.7)

zp =
d tanαp tanαi cos θ

tanαp + tanαi
. (1.8)

The light-section range finding realizes high-accuracy 3-D image capture, however, many

frames are necessary for the position detection during the beam scanning in order to acquire
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Figure 1.4 Principle of triangulation-based range calculation.

a range map. For example, a 1024 × 1024 range map in video rate requires a high-speed

image capture of over 30,000 frames per second (fps). It is difficult for a standard image

sensor to attain such a high frame rate. Figure 1.5 shows the state-of-the-art image sensors

with 3-D imaging capability based on the light-section method. A high-speed CMOS active

pixel sensor (CMOS APS) using column-parallel analog-to-digital converters (ADCs) has

achieved 500 fps with a 1024 × 1024 pixel resolution [28]. Moreover, one of the state-

of-the-art high-speed image sensors achieves 10,000 fps with a 352 × 288 pixel resolution

by using pixel-parallel ADCs [29]. A standard frame access architecture like these high-

speed 2D image sensors, however, makes it difficult to realize a high-speed and high-quality

3-D imaging system as shown in Figure 1.5. Smart position sensors have been reported

for fast range finding [25]–[27]. These position sensors are customized for quick position

detection of an incident sheet beam on the sensor plane, nonetheless their performances are

nonqualified for a real-time 3-D image capture with a high pixel resolution. Therefore, new

frame access architectures are desired for a high-quality 3-D image capture system.

1.2 Key Components of 3-D Image Capture
In this section, concepts of a smart image sensor and an associative engine are presented as

key components of a high-speed and high-quality 3-D image capture system.
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Figure 1.5 The state-of-the-art image sensors with 3-D imaging capability based on the light-section

method.

1.2.1 Smart Image Sensors

A 3-D image capture system based on the light-section method requires an image sensor

with several features such as high-speed position detection, availability in wide-range am-

bient illumination, robust beam selectivity, and so on. It is generally difficult for a standard

image sensor, such as CCD imagers and CMOS APS’s, to realize the application-specific fea-

tures. Therefore, a special image sensor customized for 3-D image capture is being desired

to satisfy the application requirements.

A smart image sensor is an application specific image sensor with signal processing func-

tions on the sensor chip, which is also called a computational image sensor, a functional

image sensor, or a vision chip [1], [2], [30]. In the conventional imaging systems, an image

sensing device and a signal processing device are separated as shown in Figure 1.6 (a). The

imaging system has a lot of flexibility of image processing, however all the image data must

be transferred from an image sensor to a signal processor through an analog-to-digital con-

verter. On the other hand, a smart image sensor includes processing elements on the focal

plane as shown in Figure 1.6 (b). And then, many smart image sensors have been reported

for various configurations and various functions. For example, an edge detection function

[31]–[33], a noise reduction function [34]–[36], a variable resolution scan [37]–[39], a mo-

tion detection function [40]–[46], and an image compression function [47]–[50] have been
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implemented as a smart image sensor. These smart image sensors take advantage of a two

dimensional array structure for the parallel signal processing.

A smart image sensor has a potential capability of a high-speed and high-quality 3-D imag-

ing system, and then some smart image sensors have been developed as a high-speed range

finder based on the light-section method [20]–[27]. However, the state-of-the-art smart im-

age sensors are not capable of the future 3-D imaging systems for 3-D movies and scientific

surveillance as shown in Figure 1.5. The 3-D imaging applications need higher speed, higher

pixel resolution, higher range accuracy, more robustness and so on. Therefore, a new sensing

scheme and a new frame access architecture are required for a smart image sensor as a key

component of 3-D image capture.

1.2.2 Associative Engines

The growing processor-memory performance gap becomes an impediment to system per-

formance, particularly where applications require vast amounts of memory bandwidth [51]–

[53]. Many image preprocessing algorithms require huge amounts of memory access, and

then they cause the memory bottlenecks in a standard microprocessor configuration. There-

fore, the integration of processing into memories has been proposed and implemented for

various image processing algorithms, [9], [54]–[61], as shown in Figure 1.7. Although the

parallel image processors generally make a sacrifice of flexibility, they achieve high-speed

image processing. These parallel image processors are usually applied to two dimensional

image filtering and pattern matching, but they are also expected to be applicable to three
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dimensional data processing.

An associative engine is one of the parallel image processors based on content address-

able memories (CAMs), in which similar data to a given input are retrieved from pre-stored

data. It has a wide variety of applications such as pattern recognition, code-book-based data

compression, multi media, intelligent processing and learning systems. Basic CAMs have

been developed to reduce the memory access and data processing time as reported in [62]–

[66]. They have a capability of quick detection of complete match data in pre-stored data.

Furthermore, advanced CAMs with associative processing based on Hamming or Manhattan

distance have been developed for more flexible and complex data processing [67]–[76].

3-D data processing also requires huge amounts of memory access and data processing

time, thus the parallel image processors based on associative memories are efficient for high-

speed and high-quality 3-D image capture. However, the conventional associative memories

employing analog circuit techniques have critical problems in device scaling, capacity scal-

ability, search range, search precision, and so on. Therefore, a new associative engine with

a high capacity scalability and a flexible search function is desired for 3-D data processing

such as calibration, object segmentation, target recognition and so on.

1.3 Research Objectives and Thesis Organization
This thesis focuses on smart image sensors and associative engines for three dimensional

image capture. New sensor architectures and circuit designs are presented for advanced 3-D

image capture systems and augmented image sensing systems in Chapter 2 through Chapter

5. Then, new architectures and circuit realization of digital associative engines are shown in

Chapter 6 through Chapter 8, and applied to a 3-D image capture system in Chapter 9.

Chapter 2 proposes a high-speed dynamic frame access technique and circuit implementa-

tion to realize a real-time and high-resolution 3-D image sensor. Ambient light suppression

techniques are also proposed for low-intensity beam detection in the dynamic frame access.

A prototype 3-D image sensor with 640 × 480 pixels using the dynamic frame access tech-

nique attains a real-time and high-resolution range finding system. Then, a scale-up version

with 1024 × 768 pixels is also developed. Furthermore, a 352 × 288 3-D image sensor

with column-parallel ambient light suppression is presented to demonstrate the feasibility of

the proposed techniques and the applicability to a real-time, high-resolution and robust 3-D

image capture system.

Chapter 3 targets 1,000-fps range finding based on the light-section method for new appli-
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cations of 3-D image capture such as shape measurement of structural deformation and de-

struction, scientific observation of high-speed moving objects, fast visual feedback systems

in robot vision, and quick inspection of industrial components. A concept of row-parallel

position detection is presented for the ultra fast range finding. A 375 × 365 range finder with

new row-parallel search circuits is shown together with the measurement results.

Chapter 4 shows a demodulation sensing scheme for high-sensitivity beam detection in

wide range of ambient light illumination. It realizes a robust range finding system using a

low-intensity beam projection in nonideal measurement conditions. A 120 × 110 range finder

presents the special features of robust beam detection. It is applicable to a triangulation-based

range finding using a spot beam projection, and then it successfully captures a range map of

a target object in a high-contrast ambient light.

Chapter 5 introduces two smart image sensors as extension of the demodulation image sen-

sor. One is a pixel-level color demodulation image sensor for support of image recognition. It

detects a projected flashlight with suppression of an ambient light based on the demodulation

sensing scheme. Every pixel provides innate color and depth information of a target object

for color-based categorization and depth-key object extraction. A prototype image sensor

with 64 × 64 pixels shows the feasibility of the color demodulation function. The other is

a low-intensity ID beacon detector for augmented reality systems. It enables to get a scene

image, locations, IDs, and additional information of multiple target objects simultaneously

in real time. A prototype image sensor with 128 × 128 pixels demonstrates the low-intensity

ID beacon detection.

Chapter 6 proposes a new concept and circuit implementation for a high-speed associative

engine with exact Hamming distance computation. It employs a word-parallel and hierarchi-

cal search architecture using a logic-in-memory digital implementation. The circuit imple-

mentation enables high tolerance for device fluctuations in a deep sub-micron process and a

low-voltage operation.

Chapter 7 shows a scalable multi-chip architecture based on the digital associative process-

ing presented in Chapter 6. A multi-chip structure is most efficient for the scalability like

standard memories. The present architecture attains the fully chip- and word-parallel Ham-

ming distance computation with faultless precision, no throughput decrease, and additional

clock latency of O(log P) for a configuration with P chips. The performance evaluations

demonstrate the capacity scalability, which is important to handle large amounts of range

data at high speed in a 3-D image capture system.
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Chapter 8 proposes a hardware-oriented search algorithm based on Manhattan distance.

The search algorithm is efficiently implemented using the hierarchical search structure pre-

sented in Chapter 6. The word-parallel digital associative engine attains accurate and wide-

range Manhattan distance computation. It has a wide variety of application fields such as

pattern recognition, data compression, and intelligent processing. Furthermore, it is suitable

for 3-D data preprocessing such as object segmentation, calibration, and target recognition.

Chapter 9 introduces associative processing for 3-D image capture. 3-D object clipping is

efficiently implemented by using the associative engine based on Manhattan distance. Based

on the performance estimation, the possibility of real-time and high-resolution 3-D image

processing is shown.

Finally, Chapter 10 gives conclusions of this thesis.



Chapter 2

Real-Time and High-Resolution 3-D

Image Sensors

2.1 Introduction
This chapter targets a real-time and high-resolution 3-D image sensor, which captures a

range map with over VGA (640 × 480) pixel resolution at a speed of 30 range maps/s. As

presented in Chapter 1, a range finding system based on the light-section method requires

thousands of images every second for a real-time 3-D image capture system. For example,

a video-rate 3-D imaging with a 1024 × 1024 pixel resolution needs over 30,000 fps. It is

difficult for a standard readout architecture such as CCD, thus smart position sensors for the

fast range finding have been reported in [25]–[27]. [25] employs a row-parallel winner-take-

all (WTA) circuit to realize 100 range maps/s with 64 × 64 range data. Its pixel size is smaller

than [26] because of the row-parallel architecture. The pixel resolution, however, is limited

by the precision of the current-mode WTA circuit. Therefore, it is difficult to realize enough

high frame rate for a real-time and high-resolution 3-D imaging system. A 3-D image sensor

using a pixel-parallel architecture [26] is capable of 30 range maps/s with a 192 × 124 pixel

resolution. It requires a large pixel circuit area for an analog-to-digital converter and frame

memories. To reduce the pixel circuit, a 320 × 240 (QVGA) color imager, which is designed

with analog frame memories out of a pixel array, has been developed [27]. The maximum

range finding speed is limited at 15 range maps/s with a 160 × 120 pixel resolution. As shown

in Figure 1.2, a new frame access technique with a compact pixel configuration is required

to attain a real-time and high-resolution 3-D image capture.

We propose a new concept of high-speed dynamic access in Section 2.2. Section 2.3

presents circuit configurations for the high-speed dynamic access technique. Section 2.4 de-

scribes design of a 640 × 480 real-time 3-D image sensor. Section 2.5 gives a detail account

12
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Figure 2.1 Conventional frame access techniques: (a) analog readout, (b) digital readout.

of a real-time 3-D imaging system using the 640 × 480 3-D image sensor. Section 2.6 shows

the measurement results. Section 2.7 presents a 3-D image capture system using multiple

cameras for full 3-D model reconstruction. Section 2.8 describes a 1024 × 768 3-D image

sensor as a scale-up implementation of the present techniques. In Section 2.9, we propose

pixel-parallel and column-parallel ambient light suppression techniques which are adapted to

use in the proposed access technique. Finally, Section 2.10 summarizes this chapter.

2.2 Concept of High-Speed Dynamic Access
Figure 2.1 (a) and (b) show the conventional frame access techniques using analog readout

and digital readout, respectively. In the analog frame access technique, pixel values are read

out via source follower circuits in the same way of a standard CMOS APS as shown in Figure

2.1 (a). The peak position of pixel values is detected after the pixel values are converted to

digital values. Column-parallel ADCs [28] make the frame access speed faster, however it

takes a couple of micro seconds per row access. Therefore, the frame access speed is too

slow to realize a real-time range finder though it attains a high pixel resolution. The digital

frame access technique is often used for the state-of-the-art range finders such as [26]. A

pixel array provides digital outputs as the pixel values, therefore they are quickly obtained

by sense amplifiers as shown in Figure 2.1 (b). It achieves a high-speed frame access of a
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couple of 10 ns/row, however the pixel resolution is limited by the large pixel circuit.

We propose a high-speed dynamic access technique which attains both high pixel resolution

and high-speed frame access as shown in Figure 2.2. In the present technique, each pixel

provides an analog value, but the readout scheme is based on a dynamic logic operation such

as the digital access technique. The present access technique makes efficient use of the output

timing variations resulting from the pixel values. The pixel values are reflected in the transient

timings of sense-amplified outputs. Therefore, active pixels with a strong incident intensity

are quickly detected by time-domain thresholding. It allows a compact pixel configuration

similar to a standard CMOS APS, and attains a high-speed frame access of a couple of 10

ns/row.

2.3 Circuit Configurations

2.3.1 Sensing Procedure

Figure 2.3 shows a sensing procedure of the high-speed dynamic access. In the light-

section range finding, an image sensor receives a scene image and a projected sheet beam.

For 2-D image capture, all pixels are accessed using a raster scan to read out the pixel values.

For 3-D image capture, an image sensor obtains a position of the projected sheet beam on the

sensor plane. The position detection is carried out as follows.

(a) A row line is accessed using the high-speed dynamic access technique to acquire a posi-

tion of the projected sheet beam on the sensor plane. The dynamic access is carried out

by an adaptive threshold circuit and time-domain approximate ADCs (TDA-ADCs).
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(b) The pixels which receive a strong beam intensity are detected in the row line. The

detected pixels are over the threshold level which is adaptively determined by the dark-

est pixel intensity. The adaptive thresholding is implemented using a slope detector

of each column output in time domain to realize quick detection of active pixels. It

is important for the high-speed access and detection of active pixels since the thresh-

old operation requires cancellation of timing fluctuations of the row access speed and

robustness in overall scene illuminance.

(c) The pixel values over the threshold level are converted to digital by column-parallel

TDA-ADCs. The results of TDA-ADCs contribute to improve a sub-pixel accuracy

due to a gravity center calculation using an intensity profile of a projected beam. The

adaptive threshold circuit and the approximate ADCs are operated at the same time as

the dynamic readout operation.
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(d) The results of the adaptive thresholding are transferred to the next pipeline stage to get

the left and right edge addresses of the active pixels. A binary-tree priority encoder

(PE) provides a location of the active pixels and also selects an intensity profile of the

active pixels for the third pipelined stage.

(e) The third stage selectively provides the intensity profile of the active pixels as signifi-

cant information for a high-accuracy range finding.

In this procedure, the image sensor quickly acquires the location and intensity profile of

a projected sheet beam as requisites for high-accuracy triangulation, and reduces the data

transmission to attain high frame rate for a real-time and high-resolution range finding.

2.3.2 Pixel Circuit

Figure 2.4 shows the pixel circuit configuration and operation diagram. The present sens-

ing scheme allows the same pixel configuration as a 3-transistor CMOS APS [28]. This pixel

structure realizes smaller pixel area and higher pixel resolution than the conventional range

finders [25]–[27]. In 2-D imaging, a node of N1 is connected to a supply voltage of Vdd and a

node of N2 is led to a source follower circuit so that pixels work as the conventional APS. In

3-D imaging, a node of N1 is precharged to a high level before selected, and a node of N2 is

connected to the ground level of Vss. A bias voltage of Vbn in Figure 2.5 is set to a high level

in order to connect N2 to the ground level. After selected, the column output of N1 begins

to decrease according to each pixel value as shown in Figure 2.4. Namely the output of N1
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associated with active pixels is decreasing more slowly so that the time to a threshold volt-

age is delayed more as well. In the readout method, the relative intensity of active pixels is

acquired shortly after the row access, by means of the time-domain dynamic readout scheme

with adaptive thresholding.

2.3.3 Adaptive Threshold Circuit

In general, the conventional position sensors detect high intensity pixels using a predeter-

mined threshold intensity. However, the optimal threshold is influenced by a fluctuation of

the row access speed. It also depends on the overall scene illuminance. In the present sensing

scheme, the threshold intensity of Eth, shown in Figure 2.3 (b), is adaptively determined

by the weakest intensity in each row as shown in Figure 2.5 (b) and (c). A column out-

put, CMP1, associated with an inactive pixel is changed first, and then it initiates a common

trigger signal of COM. The common trigger signal, COM, propagates to trigger inputs of

column-parallel latch sense amplifiers through delay elements of Tth and Tres, which deter-

mines a latch timing of the column output of CMPi. DCK0, which is a delayed signal of

COM by Tth, triggers the first stage of the latch sense amplifiers. The first delay, Tth, keeps

a threshold margin of ∆Eth, shown in Figure 2.3 (b), from the darkest level in time domain.

It cancels a fluctuation of row access speed, which is mainly caused by column-line parasitic

resistances. In addition, it achieves robustness in overall scene illuminance. The first stage

outputs, ACT , indicate whether a pixel is activated or not. They are transferred to the next

priority encoder stage.

Figure 2.6 shows the relation between a voltage value, Vpd, at a photo diode and a dis-

charging time of Vcol at an adaptive threshold level. The voltage level, Vpd, decreases from

a reset level of Vrst dependently on the incident light. And then ∆Vpd is converted to the

discharging time. The reset voltage, Vrst, enables to adjust the adaptive threshold level, ∆Eth,

corresponding to the delay of Tth as shown in Figure 2.6. For example, ∆Vpd of 200mV

corresponds to discharge periods of 1.72 ns and 7.68 ns when we provide Vrst of 2.5 V and

1.8 V, respectively.

2.3.4 Time-Domain Analog-to-Digital Converters

An intensity profile of active pixels is acquired by a column-parallel time-domain approxi-

mate ADC (TDA-ADC) at the same time as the adaptive thresholding. The common trigger

signal, COM, continues to propagate through a delay of Tres as SA clock signals, DCKn, as
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Figure 2.6 Relation between a pixel value and a discharging time of Vcol at a threshold level.

shown in Figure 2.5 (c). DCKn latches the column outputs, CMPi, at the n-th stage one after

another as shown in Figure 2.5 (b). The arrival timing of a column output depends on the

pixel value, so the results of TDA-ADCs, INT , show an approximate intensity of the active

pixels, which is normalized by the darkest pixel intensity in the row. For example in Figure

2.5, the common trigger signal, COM, is initiated by CMP1 from the darkest pixel, and then

COM generates DCKn in column parallel. The SAs’ results for CMP1 are all ‘0’ since the

pixel value is below the threshold level. On the other hand, those for CMP2 are ‘0000011’

and the number of ‘1’ represents the intensity over the threshold level. The number of ‘1’ is

encoded in column parallel and transferred to the intensity profile readout circuit, that is, the

result, INT , is ‘010’ as the pixel intensity associated with CMP2 in Figure 2.5. The high-

speed readout scheme using the present circuits provides a location of the detected pixels and

its intensity profile simultaneously.

2.3.5 Binary-Tree Priority Address Encoder

Figure 2.7 shows a schematic of a binary-tree priority encoder (PE), which receives ACT

from the adaptive threshold circuit. The schematic represents a 16-input PE. A 640-input PE

is necessary for a 640 × 480 (VGA) pixel resolution. It consists of a mask circuit, a binary-
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Figure 2.7 Schematic of a binary-tree priority encoder.

tree priority decision circuit, and an address encoder. At the mask circuit, ACTn is compared

with the neighbors, ACTn+1 and ACTn−1, to detect the left and right edges using XOR circuits.

The priority decision circuit receives PRI INn from the mask circuits and generates an output

at the minimum address of active pixels, for example, PRI OUT3 in Figure 2.7. The left and

right edge addresses are encoded at the address encoder. After the first-priority edge has

been encoded, the edge is masked by PRI OUTn and MCK. And then a location of the next-

priority active pixels is encoded. The priority decision circuit keeps a high speed in a large

input number due to a binary-tree structure and a compact circuit cell. The delay increases in

proportion to log(N), where N is the input number.
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Figure 2.8 Timing diagram of the high-speed position detection.

2.3.6 Intensity-Profile Readout Circuit

Using the location of active pixels from the priority decision circuit, an intensity profile of

a projected beam is quickly read out by an intensity profile readout circuit. It is utilized for

an off-chip gravity center calculation for a high sub-pixel accuracy. An intensity profile of

eight active pixels from the left edge is read out in parallel. The width of a projected sheet

beam can be controlled within eight pixels per row. Even if the width is over eight pixels,

the center position can be calculated using the left and right edge addresses. A 3-b intensity

profile achieves a high sub-pixel accuracy under 0.1 pixel theoretically.

Figure 2.8 shows a timing diagram of the high-speed position detection. Three pipeline

stages take five clock cycles to detect the location address and the intensity profile of active

pixels in each row. A sheet beam scans a target scene using a mirror controlled by a triangular

waveform. Then a range map is acquired in one way of the mirror scan. That is, 30 range

maps/s requires a mirror scan of 15 Hz. For example, 480 row access cycles are carried out

640 times in a mirror scan on a target scene to get 640 × 480 range data.
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2.4 Design of 640 × 480 Real-Time 3-D Image Sensor

2.4.1 Sensor Configuration

To start with a feasibility study, we have designed and fabricated a prototype chip with

128 × 128 pixels using a 0.6 µm standard CMOS process [77]. And then, we have designed

a 3-D image sensor with 640 × 480 pixels using the dynamic access technique based on

the successful experiments of the prototype. Figure 2.9 shows a block diagram of the 640

× 480 3-D image sensor. It consists of a 640 × 480 (VGA) pixel array, address decoders

for row select and reset, column-parallel readout amplifiers with a column selector for 2-

D imaging, and a column-parallel position detector for 3-D imaging. The sensor has two

readout operations: a standard analog readout and a fast dynamic readout. These readout

operations are carried out in a time-division mode for 2-D and 3-D imaging. A column-

parallel position detector is composed of 3-stage pipeline modules, which are an adaptive

threshold circuit with time-domain approximate ADCs, a priority address encoder, and an
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Figure 2.10 Chip microphotograph.

intensity profile readout circuit. It produces the location address of a projected beam and

its intensity profile. It achieves high-speed position detection and reduction of redundant

information for a real-time and high-resolution 3-D imaging system.

2.4.2 Chip Implementation

We have designed and fabricated a 640 × 480 3-D image sensor using the present architec-

ture and circuits in a 0.6 µm standard CMOS process with 2-poly-Si 3-metal layers. Figure

2.10 shows the chip microphotograph. The sensor has a 640 × 480 pixel array, row select and

reset decoders, 2-D image readout circuits, an adaptive threshold circuit with column-parallel

TDA-ADCs, a 640-input priority encoder and an intensity profile readout circuit in 8.9 mm

× 8.9 mm die size. It has been designed without on-chip correlation double sampling (CDS)

circuits and ADCs for 2-D imaging, but they can be implemented on the chip as the same as

other standard CMOS imagers to reduce fixed pattern noise (FPN) and to achieve high-speed

2-D imaging. A pixel of the 3-D image sensor consists of a photo diode and 3 transistors.

The pixel area is 12 µm × 12 µm with 29.5% fill factor. The photo diode is formed by an

n+-diffusion in a p-substrate. Table 2.1 summarizes the specifications.
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Table 2.1 Chip specifications.

Process 2P3M 0.6 µm CMOS process
Die size 8.9 mm × 8.9 mm
# pixels 640 × 480 pixels (VGA)
# FETs 1.12M FETs
Pixel size 12.0 µm × 12.0 µm
# FETs/pixel 3 FETs
Fill factor 29.54 %
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2.5 Development of Real-Time 3-D Image Capture System

2.5.1 Overall System Configuration

Figure 2.11 shows an overall system configuration using the real-time VGA 3-D image

sensor. The system consists of a camera module with the sensor, a laser beam source with

a scanning mirror, and a host computer. The camera module has an integrated system con-

troller, which is implemented on an FPGA. The system controller and the host computer

are connected by a Fast SCSI interface. The host computer issues system parameters and

operation commands to the system controller and receives measured range data.
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2.5.2 System Controller

A real-time range finding system using a high-speed smart image sensor requires high-

speed control, processing and data transmission. We have integrated these functions in an

FPGA. It performs some operation modes such as 2-D imaging, active pixel detection, range

finding, calibration and so on. In a 2-D operation mode, it acquires a scene image via ex-

ternal 8-bit ADCs. In a 3-D operation mode, it acquires positions and intensity profiles of

a projected sheet beam. It also controls a scanning mirror through an external 12-bit DAC

in synchronization with the sensor control. The system controller has setting parameters of

the measurement system such as a field angle and a baseline distance, which are downloaded

from a host computer in advance. The range data are calculated using the setting parameters

in the system controller as pre-processing. The range data are transferred to a host computer

using a Fast SCSI interface. A SCSI controller is also implemented in the FPGA. The system

controller operates at 40 MHz. The date rate of the SCSI interface is 9.3 MB/s.

2.5.3 Software Development

The developed camera module with the system controller is recognized as a scanner device

by Windows 98/2000 on a host computer. A developed GUI software communicates with

the system controller via a SCSI interface to download the setting parameters and to acquire

the measurement results. A calibration target, which has a known shape, is measured to

get calibration parameters at the beginning. The software has a capability of calibration of

measured range data in real time. It also has a capability of real-time 2-D/3-D image display.

2.5.4 Real-Time 3-D Image Capture System

Figure 2.12 shows photographs of the 3-D image capture system. The camera board has the

VGA 3-D image sensor, the integrated system controller, power supply circuits, a Fast SCSI

interface, 8-bit ADCs, a 12-bit DAC for mirror control, and peripheral logic circuits. The

laser beam source with a rod lens has a power of 300 mW and a wavelength of 665 nm. The

scan mirror can operate up to 100 Hz. The measured data are transferred and displayed on a

host computer in real time as shown in Figure 2.12. The current system requires a strong and

sharp sheet beam since the photo sensitivity is low due to a standard CMOS process, which

is not customized for an image sensor.
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Figure 2.12 Photographs of the 3-D image capture system.

2.6 Measurement Results

2.6.1 2-D Imaging and Position Detection

Figure 2.13 shows a 2-D image captured by the present sensor. The sensor has 8-parallel

analog outputs and provides a gray scale image by external ADCs. Figure 2.14 shows an

example of position detection of a projected sheet beam. In the measurement, the sheet beam

is projected on a sphere target object. The sensor provides the left and right edge addresses

of consecutively active pixels in row. That is, a target scene image is unnecessary for the
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Figure 2.13 Measurement result of 2-D image capture.

range finding since the required information is selectively provided as the position addresses.

The redundant data suppression reduces a bandwidth usage of the measurement system. A

reconstructed image of the detected positions is also shown in Figure 2.14. It provides an

intensity profile of the active pixels between the left edge and the right edge in order to

improve the sub-pixel resolution. The range data are calculated by triangulation using the

locations and the intensity profiles of the projected sheet beam.

2.6.2 Range Finding Speed

In 2-D imaging, eight pixel values are read out in parallel and the readout operation takes 2

µs. The maximum 2-D imaging speed is 13 fps using 8-parallel high-speed external ADCs.

It has a potential of higher 2-D imaging speed since it is easy to implement the conventional

readout techniques, such as column-parallel ADCs, in the present sensor architecture. In 3-D

imaging, the precharge voltage of Vpc is set to 3.5 V and the compared voltage of Vcmp at

adaptive thresholding is set to 3.0 V. Active pixels in a row line are detected in 50 ns at 100

MHz operation. Delay time of the priority encoder stage is 17.2 ns for the left and right

edges. Readout time of the intensity profile is 21.5 ns. The location and intensity profile

of a projected sheet beam on the sensor plane is acquired in 24.0 µs because of the pipeline

operation. The position detection rate for a projected sheet beam is 41.7k lines/s. Scanning

the sheet beam, the 3-D image sensor realizes 65.1 range maps/s with a VGA pixel resolution.

Figure 2.15 shows the pixel resolution and the 3-D imaging speed of the present image
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Figure 2.14 Measurement result of sheet beam detection.

sensor with comparison among the previous designs. A high-speed 2-D imager [28] achieves

a 500 fps 2-D imaging with 1M pixels due to column-parallel ADCs, however it is difficult

for their architecture to realize a real-time 3-D imaging based on the light-section method.

The state-of-the-art range finders [25]–[27] achieve more than 15 range maps/s. Their pixel

circuits are too large to realize an over-VGA pixel resolution, and their architectures are

intolerant to keep a real-time 3-D imaging rate in a high pixel resolution as shown in Figure

2.15. The present 3-D image sensor is the first real-time range finder with a VGA pixel

resolution based on the light-section method.
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2.6.3 Range Accuracy

Figure 2.16 shows measured distances of a white flat board at 30 range maps/s. The

baseline distance between a camera and a beam source is 431.5 mm. The view angle of

the camera is 30 degree. A target object is placed at a distance of around 1200 mm from

the camera. The present 3-D image sensor acquires the intensity profile of a projected sheet

beam to achieve a high sub-pixel accuracy. The standard deviation of measured error is 0.26

mm and the maximum error is 0.87 mm at a distance of 1170 mm – 1230 mm by a gravity

center calculation using the intensity profiles. For comparison, the standard deviation of

measured error is 0.54 mm and the maximum error is 2.13 mm by the conventional binary-

based position calculation. That is, the 3-D image sensor achieves less than half range error of

the conventional methods based on a binary image. An intensity profile could be distorted by

device fluctuations, but the measurement results show that it is effective to get an approximate

intensity profile of active pixels. Table 2.2 summarizes the performance of the present 3-D

image sensor with a VGA pixel resolution.
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Figure 2.16 Measured range accuracy.

Table 2.2 Performance of the VGA 3-D image sensor.

Power supply voltage 5.0 V
Power dissipation 305 mW (@ 10 MHz)
Max. 2-D imaging rate 13.0 frames/s
Max. position detection rate 41.7k lines/s
Max. range finding rate 65.1 range maps/s
Range accuracy (max. error) 0.87 mm (@ 1200 mm)

2.6.4 Real-Time 3-D Image Capture

The present 3-D image sensor is capable of capturing a 2-D image and a 3-D image in time

division. Figure 2.17 shows measured images by the present 3-D image sensor. A target is

placed at a distance of 1200 mm from the camera. The distance between the camera and the

beam scanner is 431.5 mm. Figure 2.17 (a) is a captured VGA 2-D image of a hand. Figure

2.17 (b)–(d) are its range maps displayed from different view angles. The brightness of the

range maps represents the distance from the range finder to the target object. The range data

has been already plotted in 3-D space, so it can be rotated freely as shown in Figure 2.17

(b)–(d). Figure 2.17 (e) is a wire frame reproduced by the measured range data and Figure

2.17 (f) is a closeup of Figure 2.17 (e). The measured images show that the real-time 3-D

image sensor with a VGA pixel resolution realizes high-spatial- and high-range-resolution
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Figure 2.17 Measurement results of 3-D image capture.

3-D imaging.

The image sensor has a possibility of detection failure on a black or complementary red

part of a target object since the reflected intensity of a projected beam degrades. A long

exposure avoids the detection failure with a voltage control of Vrst and Vcmp on condition

that the reflected beam is still stronger than the high contrast scene. Therefore the projected

beam intensity also limits the range finding speed in proportion. The current 3-D imaging

system requires a strong beam intensity of 300 mW in a room with a constant ambient light

to achieve the maximum range finding speed. In the future, it can be improved by a high-

sensitivity photo diode with a micro lens, a correlation technique to suppress an ambient light
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Figure 2.18 Measured 3-D images of moving objects.

and so on.

Figure 2.18 shows measured 3-D images in real time. In the real-time 3-D imaging, the

baseline is set to 300.0 mm. The measured range data can be displayed at any view angle. In

Figure 2.18, the range data are plotted as a wire frame at two view angles. In addition, the

color of wire frames represents the distance from the camera by the brightness. The brighter

regions are closer to the camera than the darker ones. We captured 350 range maps in 15.0

seconds. That is, the 3-D imaging system achieves 23.3 range maps/s, which is limited by

the data storage speed on a host computer and the data bandwidth between a camera and a

host computer.
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Figure 2.19 3-D image capture system using multiple range finders.

2.7 3-D Model Reconstruction by Multiple Cameras

2.7.1 System Configuration

Figure 2.19 shows a 3-D image capture system using multiple range finders. It is capable

of capturing a full 3-D model of a target object. Multiple range finders, which consist of a

3-D image sensor and a sheet beam projector presented in Figure 2.12, are placed around a

target object. A calibration target is placed at the center position among the range finders. It

is a cube with 20 cm on a side, and it is used to acquire intra- and inter-camera calibration

parameters before the 3-D image capture [78]. The intra-camera calibration parameters pro-

vide the relation between a 3-D image sensor and a sheet beam projector in the range finder.

On the other hand, the inter-camera calibration parameters provide the relation among the

calibration target and the range finders. The range finding method using a calibration cube

enables to reconstruct a full 3-D model from range data measured in multiple directions. Fig-

ure 2.20 shows a photograph of a prototype 3-D image capture system using multiple range
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Figure 2.20 Photographs of 3-D image capture system using multiple range finders.

finders. The distance between adjacent range finders is 1200 mm in this measurement setup.

2.7.2 3-D Model Reconstruction by Multiple Cameras

We obtained range data of a target object using two range finders as a preliminary test

of the multiple camera system. Figure 2.21 presents a synthesized 3-D model which is

reconstructed from range data measured in two different directions. Figure 2.21 (a) shows a

target object. Two range finders provide two wire frames of a target object from the different

view points as shown in Figure 2.21. The captured wireframes are calibrated in the world

coordinate using 12 camera parameters and 8 projector parameters which are acquired for

each range finder with a calibration target. The two wire frames are synthesized with a mean

range error of 1.6 mm by the calibration method as shown in Figure 2.21.
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Figure 2.21 Synthesized 3-D image using multiple range finders.

2.8 Scale-Up Implementation

2.8.1 Design of 1024 × 768 3-D Image Sensor

We have designed a 1024 × 768 (XGA) 3-D image sensor using the proposed dynamic

access technique as a scale-up implementation. The XGA 3-D image sensor has been fab-

ricated in a 0.35 µm standard CMOS process. Figure 2.22 shows a block diagram of the

3-D image sensor. It consists of a pixel array, a row reset decoder, a row select decoder and

a pixel value readout circuit with a column select decoder. Moreover, a position detector is

implemented in the bottom part of the sensor, which consists of an adaptive threshold circuit

and two priority address encoders. An intensity profile detector with column-parallel time-

domain ADCs is implemented in the top part. The position detector of the bottom part is

composed of two pipeline stages. The first stage is the adaptive threshold circuit and the edge

detection circuit. It provides the left and right edge positions of consecutively active pixels to

the next stage. The second stage is the priority encoders, which provide the addresses of the

left and right edges. The edge positions detected by the second stage are masked, and then

the next position of active pixels is encoded in the next cycle. The intensity profile detector in

the top part has the column-parallel time-domain ADCs to acquire an 8-scale intensity profile
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Figure 2.22 Block diagram of the 1024 × 768 3-D image sensor.
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Figure 2.23 Chip microphotograph.

Table 2.3 Chip specifications.

Process 2P3M 0.35 µm CMOS process
Die size 9.8 mm × 9.8 mm
# pixels 1024 × 768 pixels (XGA)
# FETs 3.20M FETs
Pixel size 8.4 µm × 8.4 µm
# FETs/pixel 3 FETs
Fill factor 29.02 % (6.3 × 3.25 µm2)

of active pixels. The acquired intensity profile is selectively read out by the center position

of active pixels, which is calculated by the results of the position detector.

Figure 2.23 shows the chip microphotograph, and Table 2.3 summarizes the chip specifi-

cations. The image sensor has 1024 × 768 pixels (XGA) in a 9.8 mm × 9.8 mm chip. The

total number of transistors is 3.20M transistors. The pixel size is 8.4 µm × 8.4 µm with 29.0

% fill factor.

2.8.2 Performance Evaluation

Figure 2.24 shows the range finding speed of the XGA 3-D image sensor estimated by

a circuit simulation. The adaptive threshold circuit detects active pixels in 30.0 ns after a
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Figure 2.24 Possible range finding rate of the XGA 3-D image sensor.

precharge operation. Moreover the column-parallel time-domain ADCs need about 10.0 ns

to acquire an intensity profile of the active pixels. The next priority encoder stage takes 25.1

ns and the intensity profile readout stage takes 27.8 ns. Therefore the cycle time of row access

is 40.0 ns due to the pipeline structure. The XGA image sensor has a potential capability of

32.5k-fps position detection for an incident sheet beam. It corresponds to 31.8 range maps/s

with 1024 × 768 3-D data. However it requires a high-speed sensor controller of 200 MHz,

and also a strong beam intensity to activate pixels in a short exposure time of 30 µs.

Figure 2.25 shows a possible range accuracy of the XGA 3-D image sensor in an ideal

situation. A range accuracy of the light-section method depends on not only the pixel reso-

lution but also the setup parameters, for example, a baseline distance between a camera and

a beam source, a target distance, a view angle of camera and so on. In this simulation, the

baseline distance is 300 mm, the target distance is 1100 mm, and the view angle is 20 degree.

An intensity profile acquired by the time-domain ADCs can improve the range accuracy ac-

cording to the number of scales as shown in Figure 2.25. The maximum range error is 0.36

mm at a distance of 1100 mm in a normal position detection without an intensity profile.

Furthermore the range accuracy achieves less than 0.19 mm theoretically by using an 8-scale

intensity profile provided by the time-domain ADCs.
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Figure 2.25 Possible range accuracy of the XGA 3-D image sensor.

2.8.3 Measurement Results

The XGA 3-D image sensor has been applied to a range finding system for a preliminary

test. The measurement system is composed of a camera board with the sensor, a scanning

mirror, a laser beam source of 300 mW and 665 nm wavelength, and a host computer. The

host computer is equipped with digital parallel I/O boards of 2 MB/s for sensor control, an

8-bit A/D board for 2-D imaging, and a 12-bit D/A board for mirror scanning. The host

computer controls the sensor and the sheet beam projector, acquires data from the sensor,

and calculates 3-D position data. In the measurement setup, the viewing field of the camera

is 400 mm × 300 mm at a distance of 1100 mm. The baseline between the camera and the

sheet beam projector is 300 mm.

Figure 2.26 (a) shows a measured 2-D image of a target scene with 1024 × 768 pixels.

Figure 2.26 (b) is a range map reconstructed from the measured 3-D data. In the range

map, brightness represents a distance from the camera. That is, the bright area is close to

the camera and the dark area is far from the camera. A range finding system can be applied

to various application fields. For example, object extraction is promptly realized by a range

map as shown in Figure 2.26 (c). The object extraction method provides a depth-key system

in stead of a chroma-key system. In the depth-key system, a blue-back screen is unnecessary.
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Figure 2.26 Measured images and object extraction: (a) a 2-D image with 1024 × 768 pixels, (b) a

range map, (c) object extraction using range information.

Therefore it can be applied to a realistic synthesizing system of real images and computer

graphics, which has been reported in [18]. Figure 2.27 shows another application of the 3-D

imaging system. The light-section 3-D measurement with a high pixel resolution provides

a precise wireframe model as shown in Figure 2.27 (a), which cannot be realized by the

time-of-flight techniques [13]–[19] and the conventional light-section techniques [20]–[27].

A texture-mapped 3-D object is reconstructed by the wireframe model and the captured 2-D

image as shown in Figure 2.27 (b).

2.8.4 Real-Time Range Finding

Figure 2.28 shows a measurement setup for real-time 3-D image capture with the XGA 3-

D image sensor. The system controller is implemented in an FPGA (Altera FLEX10K200E)

to achieve a high-speed system control and a high-speed data rate. The system controller
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Figure 2.27 Reconstructed 3-D images: (a) a wireframe model, (b) a texture-mapped 3-D object.

and Fast SCSI interface are mounted on a camera board as shown in Figure 2.28 (a). The

system controller operates at a speed of 40 MHz. A laser beam source of 300 mW and 665

nm wavelength is placed at a distance of 150 mm from a camera board. A target distance is

set to around 450 mm, and the measurable area is 144 mm × 110 mm as shown in Figure

2.28 (b). Figure 2.29 shows measurement results of real-time 3-D image capture using the

XGA 3-D image sensor. In the real-time 3-D image capture, a range map has 384 × 240 3-D

position data, and the system achieves 18.0 range maps/s. The limiting factor of resolution

and range finding rate is data bandwidth between the camera module and a host computer via

a Fast SCSI interface of 9.3 MB/s.

2.9 Ambient Light Suppression Techniques

2.9.1 Concept of Ambient Light Suppression

The present dynamic access determines active pixels based on the pixel values, that is, it

strongly depends on the incident light intensity. Therefore, the dynamic access technique

requires a sufficiently strong laser beam for the active pixel detection as well as the conven-

tional techniques based on the light-section method [20]–[25]. Figure 2.30 shows the active

pixel detection of the high-speed dynamic access. Pixel values are determined by the total
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Figure 2.29 Measured 3-D images of a moving object using the XGA 3-D image sensor.
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Figure 2.30 Active pixel detection in the high-speed dynamic access technique.

of an ambient light intensity, Ebg, and a laser beam intensity, Esig. In the access technique, a

threshold level is determined by the darkest intensity level. For example, Figure 2.30 (a) is

the minimum detectable intensity of a projected laser beam since it has a potential to exceed

the threshold level at a target surface illuminated by the darkest ambient light. Figure 2.30

(b) can be detected in case that a laser beam is projected at a bright part of a target surface. On

the other hand, it becomes nondetectable at a dark part of a target surface as shown in Figure

2.30 (c). Many applications, however, generally require a low-intensity bean projection for

eye safety and robust 3-D image capture.

Figure 2.31 shows a concept of ambient light suppression for the dynamic access tech-

nique. It is based on the inter-frame difference method, where the difference signals between

two subsequent frames are used to detect the projected light. In the first frame access, a laser

beam projection turns off, and an image sensor captures the ambient light level, Ebg. And

then, each reset level is biased according to the ambient light level for the next frame. In the

second frame, where a laser beam turns on, the ambient light level is canceled by the adaptive

reset level. Therefore, all the intensity levels, as shown by (a) through (c) in Figure 2.31,

become detectable.

A new circuit realization is, however, necessary for the ambient light suppression in the

dynamic access technique because the pixel values are not directly provided by the access

technique for high-speed active pixel detection. We propose two ambient light suppression

techniques: a pixel-parallel suppression technique and a column-parallel suppression tech-

nique. The proposed pixel-parallel implementation is a simple way using in-pixel frame

memories, but the pixel circuit becomes larger. On the other hand, the proposed column-

parallel implementation, which employs a new reset level feedback circuit, efficiently sup-
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Figure 2.31 Concept of ambient light suppression for the high-speed dynamic access technique.

presses a high-contrast ambient light, device fluctuations, and timing variations of a row

access.

2.9.2 Pixel-Parallel Suppression Circuit

Figure 2.32 shows a pixel circuit configuration of the pixel-parallel ambient light sup-

pression. The in-pixel correlation double sampling (CDS) circuit, which is reported in [79],

usually operates for 2-D imaging as shown in Figure 2.33 (a). First, a voltage level of a

photo diode, Vpd, is reset by RS T . After photo current integration, φ2 initializes Vsh to Vini

at a sample and hold circuit. And then, Vpd is reset again for the next frame while φ1 turns

on. Finally, the output voltage, Vout, is obtained according to the signal level, Vsig, when φ1

turns off. The pixel values are read out during photo current integration for the next frame.

This operation is capable of reset noise suppression by the in-pixel CDS operation. On the

other hand, the pixel circuit is also capable of ambient light suppression as shown in Figure

2.33 (b). In the first frame, a sheet beam projector turns off, and the pixel circuit acquires

an ambient light level, Vbg. Vsh is boosted from Vini by Vbst, which keeps up with Vbg. After
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that, a sheet beam projector turns on, and then the pixel receives the total level, Vsig, of the

ambient light and the projected beam. Finally, the pixel circuit provides the output level, Vout.

The output level represents the project beam intensity since Vsh has been boosted according

to the ambient light level.

2.9.3 Feasibility Tests of Pixel-Parallel Suppression

We have designed a 176 × 144 (QCIF) 3-D image sensor with the pixel-parallel ambient

light suppression in a 0.35 µm standard CMOS process. Figure 2.34 shows the chip mi-

crophotograph and the chip components. It consists of a pixel array with 176 × 144 pixels, a

row reset decoder, a row select decoder, control signal drivers, the adaptive threshold circuit,

the binary-tree priority encoder, analog readout circuits, column-parallel gain amplifiers, 8-

bit ADCs shared by 8 columns, and output buffers. A pixel consists of a photo diode and

10 transistors including 2 MOS capacitors. A photo diode is formed by an n-well in a p-

substrate. The fill factor is 22.0 %. The pixel layout is shown in Figure 2.34. The chip

specifications are summarized in Table 2.4.

Figure 2.35 shows preliminary test results of the pixel-parallel ambient light suppression.

Figure 2.35 (a) is a photograph of a camera module using the designed 3-D image sensor.

Figure 2.35 (b) presents a captured 2-D image without ambient light suppression, that is, a
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Table 2.4 Chip specifications.

Process 2P3M 0.35 µm CMOS process
Die size 4.9 mm × 4.9 mm
# pixels 176 × 144 pixels (QCIF)
Pixel size 12.8 µm × 12.8 µm
# FETs/pixel 10 FETs (inc. 2 capacitors)
Fill factor 22.0 %

(a) camera module (b) 2-D image
w/o suppression

(d) position detection
w/ pulsed spot beam

(e) position detection
w/ constant spot beam

(c) 2-D image
w/ suppression

closeupcloseup

left edge
right edge

left edge
right edge

Figure 2.35 Preliminary tests of pixel-parallel ambient light suppression: (a) camera module, (b)

2-D image without ambient light suppression, (c) 2-D image with ambient light suppression.

normal 2-D image. Figure 2.35 (c) shows a captured 2-D image with ambient light suppres-

sion. A target scene illuminated by an ambient light is successfully suppressed. The target

scene provides a full output range from 0 V to 2.1 V, and it is suppressed down to less than

100 mV by the ambient light suppression. We have successfully obtained the left and right

edge positions of a pulsed spot beam by the high-speed dynamic access technique as shown

in Figure 2.35 (d). The spot laser beam of 10 mW and 635 nm wavelength is modulated

with a pulse frequency of 20 kHz. The 3-D image sensor is able to ignore a spot laser beam

without a pulse modulation as shown in Figure 2.35 (e). Therefore, the 3-D image sensor

is applicable to a light-section range finding system under a strong ambient light due to the

pixel-level constant light suppression technique.
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Figure 2.36 Adaptive threshold circuit for high-speed dynamic access.

2.9.4 Column-Parallel Suppression Circuit

The pixel-parallel suppression technique is capable of ambient light suppression to detect a

low-intensity projected beam. However, there are other factors which limit the detection sen-

sitivity. One is select timing variations in the dynamic access technique among column lines

as shown in Figure 2.36 (a). Figure 2.36 shows circuits and operations of the original high-

speed dynamic access technique. The timing variations are caused by parasitic capacitances

and resistances of a row select line. The other is device fluctuations of the readout transistors,

which cause variations of the discharging speed as shown in Figure 2.36 (b). These varia-

tions make timing errors in the adaptive threshold circuit as shown in Figure 2.36 (c). These

limiting factors are not suppressed by the pixel-parallel suppression technique. Furthermore,

the pixel-parallel suppression technique requires a large pixel circuit. It becomes a critical

problem to attain a high pixel resolution.

Figure 2.37 shows an error condition of the original high-speed dynamic access technique

under a strong ambient light. Figure 2.37 (a) is simulation waveforms of column lines,

Vcol, from pixels with various ambient light levels, Ebg. Figure 2.37 (b) presents simulation

waveforms of column lines, Vcol, from pixels with a projected beam and various ambient light
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Figure 2.37 Error condition of the high-speed dynamic access technique under strong ambient light.

levels. In this simulation, the projected beam intensity is set to 25 Eo and ambient light levels

are swept from Eo to 20 Eo. Eo corresponds to 20 mV at a photo diode. The column outputs,

COLj, are generated by comparison between Vcol and a reference voltage. These transient

timings are fluctuated by variations of the ambient light intensity as shown in Figure 2.37 (c)

and (d). The threshold timing is determined by the earliest transient timing of COLj, which

is delayed by ∆Tth from the COLj. In this case, the projected beam intensity is enough to

ignore the variations of ambient light intensity. On the other hand, a projected beam becomes

nondetectable in case that the projected beam intensity is insufficient. Figure 2.37 (e)–(h) are

simulation waveforms with an insufficient beam intensity of 10 Eo. In this case, the transient

timings of active and inactive pixels are overlapped, and the active pixel detection is failed.

Select timing variations and device fluctuations also make the similar error condition.

We propose a column-parallel ambient light suppression using adaptive reset level control

as shown in Figure 2.38. In the column-parallel suppression technique, a pixel circuit is the

same configuration as the original dynamic access technique, that is, it basically consists of

a photo diode and three transistors. The column-parallel feedback circuits obtain the column
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Figure 2.38 Adaptive reset level control circuit for column-parallel suppression technique.

outputs at the sample timing of S CK in the dynamic access operation. The sampled voltage

levels, which represent the pixel values resulting from an ambient light, are used for the next

reset levels. That is, the next reset levels, Vf b, are boosted from the initial reset level by

the ambient light level. Therefore, the impact of an ambient light is suppressed in the next

dynamic access, where a projected sheet beam turns on. It also has a capability of suppression

of the select timing variations among column lines and the device fluctuations of the readout

transistors.

2.9.5 Feasibility Tests of Column-Parallel Suppression

We have designed a 352 × 288 (CIF) 3-D image sensor with the column-parallel suppres-

sion technique in a 0.35 µm standard CMOS process. Figure 2.39 shows the chip layout

and the components. It consists of a pixel array with 360 × 296 pixels, a row select decoder,

a row reset decoder, the adaptive threshold circuit, the binary-tree priority address encoder,

the column-parallel adaptive reset feedback circuits, a sample timing generator, and analog

output buffers with a column select decoder. The number of effective pixels is 352 × 288.

The die size is 4.9 mm × 4.9 mm. We have designed two pixel types of a standard structure
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Figure 2.39 Chip microphotograph.

and a high-sensitivity structure using a biased transistor as shown in Figure 2.40 and Figure

2.41, respectively. The standard structure consists of an n+-dif/p-sub photo diode and three

transistors with 29.0 % fill factor in 7.9 µm × 7.9 µm. The high-sensitivity structure consists

of an n-well/p-sub photo diode and four transistors with 25.1 % fill factor in 7.9 µm × 7.9

µm. The chip specifications are summarized in Table 2.5.

Figure 2.42 shows simulation waveforms of the column-parallel suppression of ambient

light levels. In the first dynamic access, where a projected sheet beam turns off, the column

output timings of COLj are varied according to the ambient light levels. The ambient light

levels are swept from Eo to 20 Eo, where Eo corresponds to 20 mV at a photo diode. In

the second dynamic access, after the reset feedback by Vf b, the output timings without an

incident beam become congruent with each other. Furthermore, the output timings with an

incident beam of 10 Eo, which also include various ambient light levels from Eo to 20 Eo,

become congruent in the second dynamic access. Therefore, the column-parallel suppression

technique enables to detect a low-intensity beam in various ambient light situations.

Figure 2.43 shows simulation waveforms of the column-parallel suppression of select tim-

ing variations. In the designed CIF 3-D image sensor, the select timing variations are 400 ps.

The simulation results show that the select timing variations of 400 ps are suppressed within
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Table 2.5 Chip specifications.

Process 2P3M 0.35 µm CMOS process
Die size 4.9 mm × 4.9 mm
# effective pixels 352 × 288 pixels (CIF)
Pixel size 7.9 µm × 7.9 µm
# FETs/pixel 3 FETs (n+-dif/p-sub type)

4 FETs (n-well/p-sub type)
Fill factor 29.0 % (n+-dif/p-sub type)

25.1 % (n-well/p-sub type)
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Figure 2.43 Simulation results of column-parallel suppression of select timing variations.

190 ps. In this case, the timing variations are enough small to ignore the impact on robust-

ness of the dynamic access technique. The impact, however, becomes larger in a higher pixel

resolution such as XGA. Therefore, the suppression of select timing variations is important

and efficient for high-quality 3-D image capture.

Figure 2.44 shows simulation waveforms of the column-parallel suppression of device

fluctuations. The output timings are also varied due to the device fluctuation of readout

transistors. The discharging speed of the dynamic access varies by transistor characteristics

with device fluctuations. In this simulation, SS represents a transistor model of a slow NMOS

and a slow PMOS. TT represents a typical transistor model, and FF provides a fast NMOS
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Figure 2.45 Measured waveforms of the column outputs: (a) without reset feedback, (b) with reset

feedback.

and a fast PMOS. All the output timings, COLj, are congruent with each other in the second

access. The column-parallel suppression technique successfully reduces the timing variations

resulting from transistor fluctuations.

Figure 2.45 shows measured waveforms of the column outputs, Vcol, using partially

shielded pixels embedded in the pixel array for functional tests. Four pixels are implemented

in the pixel array with full open, two-thirds open, one-third open, and closed metal shields,

respectively. Thus, the incident light levels into the photo diodes are different according to

the aperture ratio. Figure 2.45 (a) shows the waveforms of Vcol in the first frame access. In

the first frame access, the pixel values are read out by the original high-speed dynamic acc-
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Figure 2.46 Timing diagram of the column-parallel timing calibration.

cess technique. Therefore the incident light variations cause the timing variations as shown

in Figure 2.45 (a). In a measurement setup of 3-D image capture, the timing variations are

caused by a high-contrast ambient light, device fluctuations of the readout transistors, and

select timing variations. In the second frame access, that is after the reset feedback oper-

ation, the output timings of Vcol become congruent and the variations are suppressed. The

column-parallel suppression technique makes the adaptive threshold level stable, and enables

robust position detection of an incident sheet beam. Figure 2.46 shows a timing diagram of

the column-parallel timing calibration. The feedback levels are provided to the pixels as reset

levels for the next integration. A pulsed laser beam turns on during the second integration

period without reset and select operations.

Figure 2.47 shows a measurement setup of the 3-D image sensor with column-parallel

timing calibration. The system consists of a camera board with the 3-D image sensor, a scan

mirror, a laser beam source, and a host PC. Figure 2.47 (a) and (b) show the front and back

sides of the camera board, respectively. The camera board is composed of the 3-D image

sensor with a lens, an 8-bit ADC for 2-D imaging, a 12-bit DAC for mirror scan, an FPGA

for system control and data transmission, peripheral logics and analog circuits. The FPGA

operates at 20 MHz. A SCSI interface is also implemented in the FPGA to communicate

between the camera board and the host PC. Figure 2.47 (c) shows a photograph of the

measurement setup. The distance between the camera and the bean scanner is 200 mm, and

the distance of a target object is 1100 mm. The laser bean source has a power of 300 mW

and a wavelength of 665 nm. Figure 2.47 (d) and (e) are a measured 2-D image and a range
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Figure 2.48 Reconstructed wireframes.
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map of a target object. In the range map, the brightness represents the distance from the

camera. Figure 2.48 shows an example of reconstructed wireframes measured by the 3-D

image sensor.

2.10 Summary
We have proposed a high-speed dynamic frame access technique and circuit implementa-

tion for a real-time and high-resolution 3-D image sensor. The high-speed readout scheme

realizes to make a standard and compact pixel circuit available and to get a location and an

intensity profile of a projected sheet beam on the sensor plane quickly. The column-parallel

position detector reduces redundant data transmission for a real-time measurement system.

A 640 × 480 3-D image sensor has been successfully demonstrated in a real-time and high-

resolution range finding system. The maximum range finding speed is 65.1 range maps/s.

The maximum range error is 0.87 mm and the standard deviation of error is 0.26 mm at 1200

mm distance due to a gravity center calculation with an intensity profile. We have shown a

range finding system using multiple range finders for a full 3-D model capture. A scale-up

version with 1024 × 768 pixels has been also developed.

Furthermore, we have proposed the pixel-parallel and column-parallel ambient light sup-

pression techniques which are adapted to use in the proposed access technique. A 352 × 288

3-D image sensor with column-parallel ambient light suppression has been presented. The

proposed column-parallel suppression technique employs adaptive reset feedback circuits,

and efficiently reduces a high-contrast ambient light, device fluctuations, and select timing

variations. It realizes a high-speed 3-D image capture system using a low-intensity beam

projection, and attains the robust dynamic frame access in a high-speed operation and a high

pixel resolution.



Chapter 3

Row-Parallel Position Sensors for Ultra

Fast Range Finding

3.1 Introduction
This chapter targets 1,000-fps range finding based on the light-section method for new

applications of 3-D image capture. The ultra fast range finding provides a possibility of ad-

ditional applications such as shape measurement of structural deformation and destruction,

scientific observation of high-speed moving objects, quick inspection of industrial compo-

nents, and fast visual feedback systems in robot vision. A 1,000-fps range finding system

based on the light-section method requires very high frame rate for position detection of a

projected sheet beam. For example, a 1000-fps range finding system with a practical pixel

resolution such as 320 × 240 (QVGA) pixels requires over 300 kHz frame access rate since

a range map is reconstructed from 320 frames of a scanning sheet beam in the QVGA pixel

resolution. Such a very fast frame access rate is unrealizable even for the state-of-the-art

smart position sensors [20]–[27] as well as high-speed 2-D image sensors [28], [29], since

they have achieved a frame access rate less than 50 kHz at a maximum. Therefore, a new

frame access architecture is necessary for the ultra fast range finding.

In Section 3.2, we present a new row-parallel active pixel search architecture. Section

3.3 shows circuit configurations and operations of the row-parallel active pixel search. Sec-

tion 3.4 proposes a multi-sampling technique for sub-pixel position detection. Section 3.5

presents preliminary tests of a prototype position detector with 128 × 16 pixels, and dis-

cusses the potential capacity and the limiting factors. Section 3.6 shows design of a 375

× 365 ultra fast range finder. In Section 3.7, a system setup and measurement results are

presented, and Section 3.8 summarizes this chapter.

58
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3.2 Concept of Row-Parallel Position Detection
The conventional image sensors generally employ a raster scan method or a row-access

scan method. The raster scan method sequentially accesses all the pixels for a few active

pixels on the focal plane as shown in Figure 3.1 (a). The row-access scan method also needs

to access all the pixel values. In the row-access image sensors such as [25]–[27] and [80], the

active pixels in a row line can be scanned and detected in column parallel as shown in Figure

3.1 (b). Therefore, the row-access scan method is more suitable for high-speed position

detection than the raster scan method. Figure 3.2 (a) shows a position detection flow of the

row-access scan method. First, some pixels are activated by a strong incident beam. And then

pixel values in a row line are read out. The active pixels are scanned and detected in column

parallel. The left and right edge addresses of consecutively activated pixels are acquired. If

another incident beam exists in the row line, the search and address encoding operations are
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repeated. After that, the next row line is accessed and the pixel values are read out again.

The access and search operations are repeated in proportion to the number of row lines of the

sensor array. It becomes a bottleneck of the frame access rate. Therefore, the frame access

rate is limited at around 50 kHz.

Figure 3.1 (c) shows the proposed row-parallel scan method on the focal plane. In the

row-parallel scan method, active pixels in every row line are simultaneously scanned in row

parallel. And then the addresses are acquired also in row parallel. Therefore, there is no

access iteration in proportion to the pixel resolution as shown in Figure 3.2 (b). The present

row-parallel architecture is implemented on the sensor plane as shown in Figure 3.3. The

row-parallel search operation is carried out by a chained search circuit embedded in a pixel.

Search signals are provided from the left part of the sensor. They propagate from a pixel to

the next pixel one after another via the in-pixel search circuit in row parallel. And then the

search propagation is interrupted at the active pixel in every row line. In terms of address

acquisition, it is practically difficult to implement address encoders in every row since a

regularly spaced array structure is necessary for an image sensor. If an address encoder is

normally implemented in a pixel, it requires many transverse wires per row and a large circuit

area per pixel. Therefore we propose a bit-streamed column address flow for row-parallel

address acquisition with a compact circuit implementation. Column address streams are

injected at the top part of the sensor in column parallel, and change their directions at pixels
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Figure 3.3 Row-parallel position detection architecture.

detected by the search circuits. The address acquisition scheme requires just one vertical

wire per column and one transverse wire per row, so it is suitable for a high-resolution pixel

array. A pixel consists of a photo detector, a 1-bit A/D converter, a search circuit and a part of

address encoder. The proposed search procedure and circuit implementation are capable of

faster position detection, higher scalability of pixel resolution, smaller pixel size, and fairly

simple control than the conventional row-parallel structures such as [25] and [81].

3.3 Circuit Configurations and Operations

3.3.1 Pixel Circuit

Figure 3.4 shows a pixel circuit configuration with row-parallel position detection func-

tions. It consists of a photo detector with a reset circuit, a 1-bit A/D converter with a data

latch circuit, a pixel value readout circuit, a search mode switch circuit, a chained search

circuit, and a part of address encoder. A voltage of Vpd is set to a reset voltage of Vrst by

RS T . The 1-bit A/D converter receives Vpd and determines the pixel value. Vpd becomes a

low level in a case of an active pixel with a strong incident intensity. Therefore it provides

‘0’ for an active pixel value, and ‘1’ for an inactive pixel value. A transistor biased by Vb

contributes to reduce the short-circuit current and to control the threshold level of A/D con-

version. The pixel value readout circuit provides a binary image for functional tests. The

search mode switch circuit and the chained search circuit are devoted to a row-parallel active

pixel search. The address encoding part connects a column address line with a row address
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line. The row-parallel search and address acquisition functions are described in detail in the

next sections.

3.3.2 Row-Parallel Chained Search Operation

The row-parallel search operation is carried out by the chained search circuit embedded in a

pixel. It detects the left edge of consecutively activated pixels in each row. Figure 3.5 shows

a timing diagram of the pixel circuit. Figure 3.6 shows a procedure of the row-parallel active

pixel search. The search mode switch circuit, which is implemented by a pass-transistor

XOR, provides a control signal, CTR, of the search circuit. For the left edge detection, LS W

is set to a high level and RS W is set to a low level. As the result of pixel activation, the active

pixel values are ‘0’ and the others are ‘1’ as shown in Figure 3.6 (a). A search signal, S CH0,

is provided to the left edge in each row line. It passes through inactive pixels one after another

via in-pixel search circuits since the control signal, CTR, is a high level. The search signal

propagation is interrupted at the first-encountered active pixel as shown in Figure 3.6 (b),

that is, it detects the left edge of consecutively activated pixels. After row-parallel address

acquisition, LS W turns off and RS W turns on. All the pixel values are inverted for the right

edge detection as shown in Figure 3.6 (c). Namely the active pixel values change to ‘1’ and

the interrupted search signal immediately starts again from the left edge. It passes through
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active pixels one after another and then stops at the next pixel of the right edge.

The worst delay of the search operation is a signal propagation through all the pixels in a

row line. Therefore the search clock cycle is determined by the worst-case delay. The center

position of incident beam can be calculated by the left and right edge addresses. The number

of search cycles are regardless of the number of consecutively activated pixels. If another

active pixel exists on the same row, all the pixel values can be inverted again by LS W and

RS W switching. The search operation restarts from the detected right edge to the next left

edge. Therefore the row-parallel search operation has a capability of position detection for

multiple incident beams by the search continuation. The last search signal, S CHn, provides

whether no active pixel exists in each row as a search completion signal.
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3.3.3 Row-Parallel Address Acquisition

Figure 3.7 shows a row-parallel operation for address acquisition using a bit-streamed

column address flow in a case of the left edge detection. A column address line is connected

with a row address line by a part of address encoder in the detected pixel. The row-parallel

address acquisition needs just two pass transistors in a pixel as shown in Figure 3.4. The two

input signals are S CHi and S CHi+1. At the detected left edge, S CHl from the previous pixel

becomes a high level, but the next search signal S CHl+1 is still a low level since the search

signal stops. Therefore both of two inputs, S CHi and S CHi+1, are set to a high level at the

detected pixel. A bit-streamed address signal is provided from a column address line to a

row address line via the two pass transistors. The column address streams never conflict with

each other in the same row line since the left or right edge is detected by the row-parallel

search in each row. The bit-streamed address signals are injected from the LSB to the MSB,

and received by the row-parallel processors. The number of address acquisition cycles is a

logarithmic order of the horizontal pixel resolution.
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3.3.4 Row-Parallel Processing

The range-finding image sensor has row-parallel processors, which receive bit-streamed ad-

dress signals, ADDj, and search completion signals, S CH375. Figure 3.8 shows a schematic

of the row-parallel processor. It consists of a selector with a signal receiver, a full adder, 18-

bit registers, 18-bit output buffers, and data readout circuits. The selector switches the pro-

cessing functions, which are an address acquisition mode and an activation counting mode.

Figure 3.9 shows a timing diagram of the row-parallel processor. A bit-streamed address

signal is received by a low-threshold inverter because the address signal can not swing to the
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supply voltage due to the pass transistors in a pixel. In a multi-sampling operation, the row-

parallel processor counts the number of usable pixel activations using the search completion

signal since some search operations sometimes include no active pixel. The address acquisi-

tion mode and the activation counting mode are switched by MLT . The left edge address is

stored in the registers. Then the right edge address is accumulated on the left edge address

by CKr and CKw in a sequential order from the LSB to the MSB. ENB is provided to disable

an input of the full adder for carry accumulation in a multi-sampling operation. The accumu-

lated address represents the center position of active pixels. The results are transferred to the

output buffers by TR, and then they are read out by S ELk during the search operation for the

next frame. The row-parallel processing is concurrently executed with the row-parallel ad-

dress acquisition. The row-parallel processor has a capability of a multi-sampling operation

by the high-speed position detection.

3.4 Multi-Sampling Position Detection
3-D range data are calculated by a beam projection angle of αp and an incident angle of

αi as shown in Figure 3.10. The incident beam angle, αi, is provided from the incident

beam position on the focal plane. Therefore the range resolution and accuracy depend on the

resolution of position detection on the sensor. Sub-pixel resolution of position detection effi-
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ciently improves the range accuracy. A multi-sampling technique is implemented to acquire

an intensity profile of the incident beam for a fine sub-pixel resolution.

In a multi-sampling method, all the pixel values are updated again and again during a photo

integration. Pixels with a stronger incident intensity are activated faster and found many times

in multiple samplings as shown in Figure 3.11. In the conventional single sampling mode, the

acquired data are binary and so the calculated center position has a 0.5 sub-pixel resolution

as shown in Figure 3.11 (a). On the other hand, the number of samplings represents the

scales of intensity profile as shown in Figure 3.11 (b). Some scales provide a fine sub-pixel

resolution of center position detection for range accuracy improvement. Figure 3.12 shows

a theoretical estimation of the sub-pixel resolution as a function of the number of samplings.

A Gaussian distribution is assumed as the beam intensity profile. The sub-pixel resolution is

efficiently improved in 2 – 8 samplings. For example, a 4-sampling mode has a capability of

a 0.2 sub-pixel resolution.

3.5 Preliminary Tests of 128 × 16 Position Detector
In this section, we present preliminary tests of a prototype position detector with 128 × 16

pixels to show the feasibility of the proposed row-parallel search operation and to discuss the

potential capability in a higher pixel resolution. We introduce two operation modes of a reset-

per-scan mode and a reset-per-frame mode, and discuss their advantages and drawbacks.

In addition, we propose a fast range detection system with stereo range finders as one of

applications using the prototype position detector.
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Figure 3.14 Simplified row-parallel processors implemented in the prototype position detector.

3.5.1 Chip Implementation

Figure 3.13 shows a block diagram of a 128 × 16 prototype position detector using the pro-

posed row-parallel search technique. It consists of a 128 × 16 pixel array, a column address

generator, row-parallel processors with 32 bit SRAMs per row, and a memory controller.

The position detector is designed with row-parallel processors simplified for a single-

sampling function as shown in Figure 3.14. A row-parallel processor consists of a latch

sense amplifier to get a column address stream, a full adder, random access memories with

a read/write circuit, output buffers for pipeline data readout, and some control logics. It re-

ceives the bit-serial-streamed addresses of xi and x j + 1 in row-parallel address acquisition

when the left and right active pixels with a strong incident intensity are at xi and x j. A latch
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Figure 3.15 Chip microphotograph.

Table 3.1 Chip specifications.

Process 2P3M 0.35 µm CMOS process
Sensor size 2.5 mm × 0.3 mm
# pixels 128 × 16 pixels
Pixel size 16.25 µm × 16.25 µm
# trans. / pixel 18 transistors
Fill factor 20.15 %

sense amplifier holds the bit-serial address of xi and stores it to 32-bit SRAMs if the search

signal does not arrived, that is, an active pixel still exists in the row. On the other hand, a

reserved address, 0, is stored in the SRAMs in a case of no active pixel in the row. It is in-

terpreted as no active pixel in post handling. When the frontier position of the scanning laser

beam is needed, the address data in SRAMs are transferred to output buffers and read out. To

get the center position of active pixels for a standard range finding system, the next bit-serial

address of x j + 1 is accumulated on the left edge address of xi in row parallel before trans-

ferred and read out. The 32-bit SRAMs have a capability of four edge addresses of active

pixels or four accumulated addresses of the left and right active edges. The preprocessing

contributes to reduce data transmission and also realizes to get the positions of multiple sheet

beams in one frame.

We have designed and fabricated the prototype position detector in a 0.35 µm standard

CMOS process. Figure 3.15 shows a microphotograph of the fabricated chip. The pixel

circuit has a photo diode and 18 transistors in 16.25 µm × 16.25 µm pixel area with 20.15 %

fill factor. The position sensor occupies 2.5 mm × 0.3 mm. Table 3.1 summarizes the chip

specifications.
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3.5.2 Limiting Factors of Frame Rate

A range finding system based on the light-section method is realizable by two ways of

position detection, a reset-per-scan mode and a reset-per-frame mode. The pixels with high

integration level resulting from a strong incident intensity are activated in the position detec-

tion modes.

In a reset-per-scan mode, the integration time of each pixel takes one scan interval after a

reset operation. The activated frontier positions of the scanning beam are detected during the

integration. Here the limiting factors of frame rate are the access rate for active pixels and

the incident intensity of scanning beam. The frame rate of fpsd is given by

fpsd =
1

max(Tacc, Tpa1)
= min( facc, fpa1) (3.1)

where Tacc and facc are the access time and rate for active pixels, and Tpa1 and fpa1 are the

pixel activation time and rate with a scanning beam as shown in Figure 3.16 (a). The access

rate of facc is determined by the search time for active pixels. The pixel activation rate of fpa1

is associated with the integration time to exceed a threshold level after reset, and decided by

the intensity of the scanning beam. The reset-per-scan mode has a possibility of a high frame

rate by a short access interval though it needs a plenty strong incident intensity of a projected

beam against ambient illumination. But then this mode is not applicable to some specific

cases with multiple and complex-shaped target objects since we assume the projected beam

is scanned in one direction from the left to the right on the sensor plane.

In a reset-per-frame mode, the integration time takes one frame interval with a reset op-

eration. The operation of position detection is carried out after the integration with a reset
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Figure 3.17 Simulated search time per frame for position detection of the fabricated chip.

operation. Thus the frame interval is the total of integration time and access time for active

pixels. The frame rate of fpsd is given by

fpsd =
1

Tacc + Tpa2
=

facc · fpa2

facc + fpa2
(3.2)

where Tpa2 and fpa2 are the pixel activation time and rate with scanning beam in a reset-per-

frame mode as shown in Figure 3.16 (a). The pixel activation rate of fpa2 is determined by

the intensity of the scanning beam in the same way as fpa1. The sensitivity of the reset-per-

frame mode is, however, lower than that of the reset-per-scan mode since the projected beam

has an intensity profile with spatial distribution as shown in Figure 3.16 (b). The intensity of

inactive pixels, which is under the threshold level of Eth, is wasted by a reset operation in the

next frame of the reset-per-frame mode. The efficiency, Q, is given by

Q =
Eact

Eall
(3.3)

where Eall is the total intensity of the projected beam and Eact is the total intensity at active

pixels. Therefore the pixel activation rate of the reset-per-frame mode is lower than that of

the reset-per-scan mode in the same situation as shown in Figure 3.16 (a). A high-speed

access rate of facc makes the frame rate faster though fpa2 is dominant in a situation without a

sufficient beam intensity. Differently from the reset-per-scan mode, the reset-per-frame mode

can be applied to multiple and complex-shaped target objects since the location of a projected

beam on the sensor plane is unrestricted due to a reset operation per frame.

3.5.3 Access Rate and Pixel Resolution

Figure 3.17 shows post-layout simulation results of a search time for the row-parallel

position detection. The maximum propagation delay of a search signal is 71 ns, and the 7-bit

address acquisition for 128 columns takes 140 ns. The total search time to get the position of

the left edge is 216 ns per frame.
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In a reset-per-frame mode, the frame interval, which is the total of the photo integration

time and the search time for active pixels, is 30.2 µs where we assume the photo integration

time is 30 µs. In a reset-per-scan mode, the search operation is repeated and the frontier

positions of the scanning sheet beam are detected during the photo current integration. The

frame interval is the same as the search time if we have a plenty strong intensity of a scanning

beam. Figure 3.18 shows the relation between the row-pixel resolution and the search time

of active pixels. Here we assume that the column-pixel resolution is the same as the row-pixel

resolution (i.e. N×N pixel resolution) and the active pixels are laid in the same vertical line

because it is the worst case due to the maximum capacitive load of the address line. A real-

time range finding with 30 range maps/s and 1024 × 1024 pixels requires 32.5 µs search time.

The present architecture achieves 918 ns search time per frame at a 1024-pixel horizontal

resolution in a 0.35 µm CMOS process as shown in Figure 3.18. It achieves enough speed

for not only real-time but also beyond-real-time range finding and visual feedback.

3.5.4 Fast Range Detection with Stereo Range Finders

We present a fast range detection system using stereo range finders as one of applications

using the prototype position detector as shown in Figure 3.19. In the reset-per-scan mode,
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the scanning sheet beam activates pixels from the right to the left on the sensor plane. Then,

two position sensors detect the edge of the active pixels. The difference between xR and xL

represents the distance from the position sensors. Here, the edge address of the left position

sensor is xL, and that of the right one is xR. The light-section system usually uses a pair

of one laser scanner and one sensor since the range data can be acquired by them using a

triangulation principle. It is, however, difficult for a standard range finding configuration

to realize a 1,000-fps range finding system because it requires very fast and accurate swing

control of a beam scanner. The range detection system using stereo range finders is capable

of ultra fast range finding without accurate beam scanning.

Figure 3.20 shows a principle of the fast range detection using stereo range finders. Two

position sensors detect the positions of the beam reflection on the sensor planes, respectively.

For example, we assume that the right position sensor detects it as e1 at x = xR, and the left

one detects it as e2 at x = xL when a target object is placed at p(xp, yp, zp). α1 and α2 are

given by the detected positions, xR and xL, as follows:

tanα1 = − f
xR
, (3.4)

tanα2 =
f

xL
, (3.5)

where f is a focal depth of cameras. Substituting αp and αi in Eq. ( 1.3) through Eq. ( 1.8)
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with α1 and α2, p(xp, yp, zp) is obtained. From Eq.( 3.4) and Eq.( 3.5), xR − xL is given by

xR − xL =
f (tanα1 + tanα2)

tanα1 tanα2
. (3.6)

Compared between Eq.( 1.8) and Eq.( 3.6), we obtain

zp =
f · d cos θ
xR − xL

. (3.7)

Rough range data can be calculated more simply for some applications of quick range

detection such as collision prevention. From Eq.( 3.7), |zp| is a monotone increasing function

of xR − xL as follows:

|zp| ∝ 1
xR − xL

. (3.8)

Therefore, the difference between two addresses represents the distance between the sensors

and a target object. Thus, we can define a threshold level, dth, for range detection, and we

can quickly determine if an object is placed within zth or not as follows:

xR − xL < dth (near from the threshold), (3.9)

xR − xL > dth (far from the threshold), (3.10)

where we assume a target field angle of y-axis is narrow and cos θ = 1. The range threshold,

zth, for the range detection is given by

zth =
d · f
dth
. (3.11)
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Figure 3.21 Measurement system.

The range detection system using stereo range finders is suitable for high-speed range finding

applications such as collision prevention since it enables a high-speed scanning beam and a

simple range calculation.

3.5.5 Measurement Results

A measurement setup of the prototype position detector has been developed as shown in

Figure 3.21. It consists of the position detector on a test board, a scanning mirror with a

laser beam source of 300 mW and 665 nm wavelength, an FPGA for system control, and

a host PC. In this system, the position detector and a scanning mirror are controlled by the

FPGA, and the acquired position data are transferred to a host PC after capturing. The FPGA

was operated at 80 MHz due to the limitation of the testing equipment. In this case, the

search time was 450 ns per frame and a photo integration time was 30 µs at Vrst of 1.4 V.

The search time is limited by the control speed of the FPGA in the measurement. To realize

a 2-camera system for a high-speed 3-D imaging, the hardware cost becomes double for two

position sensors. The computational effort of range calculation is almost the same since just

the detected positions of the additional sensor is used for triangulation instead of a swing

position of scanning mirror. The data transmission, however, becomes double if the range

calculation is not carried out on the FPGA.
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Figure 3.22 shows the measurement results of the present position detector. The positions

of the left and right active pixels were acquired as shown in Figure 3.22 (a). That is, the pro-

jected sheet beam is located between these edges on the sensor plane. The position detector

has a row-parallel processor to calculate the center position on the chip to reduce the data

transmission.

Figure 3.22 (b) shows sequentially captured positions of a scanning sheet beam of 2 kHz

by a reset-per-frame mode. Here the position detector provides the center address calculated

by the row-parallel processor. The measurement result shows that the access rate of facc is

2.22 MHz and the pixel activation rate of fpa2 is 33.3 kHz. In the measurement, the center

position of a projected beam is calculated on the sensor plane, so two search operations for

the left and right active pixels are needed. A 256 effective pixel resolution is realized by the

center calculation to improve the range accuracy. Here the frame interval takes 30.9 µs per

frame, which includes 30.0 µs integration time. Thus the frame rate of fpsd is 32.2 kHz.

Figure 3.22 (c) shows the frontier positions of a scanning sheet beam during a photo inte-

gration in a reset-per-scan mode. In the measurement situation, 2 kHz mirror scanning within

the camera angle is limited by a scan drive of the galvanometer mirror. Though the frame

interval of 4 µs is sufficient to get the position of 2 kHz scanning beam, this sensor achieves

up to 2.22 MHz as the same as the access rate of facc. In this regard, the scan speed requires

17.4 kHz to get the full performance of the position sensor with a 128-pixel horizontal reso-

lution. Therefore the frame rate of fpsd could be limited by the pixel activation rate of fpa1 if

the intensity of a projected beam is insufficient. The pixel-activation rate of a reset-per-scan

mode can be 233 kHz in the measurement system, where the efficiency Q of Eq.( 3.3) is about

1/7. That is, the possible frame rate of fpsd with a 128-pixel horizontal resolution is 233 kHz.

On the other hand, the measurement results also show that the position sensor achieves a

frame rate of 2.22 MHz if we have an acceptable test equipment with a plenty strong pro-

jected beam and a higher-speed scanning mirror. To achieve the maximum frame rate of the

present sensor, we need a high-power laser beam source with 2.5 W. It can be reduced by us-

ing a high-sensitive photo detector instead of the current photo detector in a standard digital

CMOS process. The performance evaluation and comparisons are summarized in Table 3.2.

The simulation and measurement results show that the proposed row-parallel search archi-

tecture has a potential capability of ultra fast range finding over 1,000 range maps/s with a

high pixel resolution.
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Figure 3.22 Measurement results.
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Table 3.2 Measurement results and comparisons.
# pixels frame access rate range maps/s (rps) limiting factor

The present prototype 128 × 16 32.2 kHz(1) 252 rps fpa: activation rate
– reset per frame 1024 × 1024 (31.4 kHz)(2) 30.6 rps facc: access rate

The present prototype 128 × 16 233 kHz(1) 1.74k rps(3) fpa: activation rate
– reset per scan 128 × 16 2.22 MHz(1) 17.3k rps(4) facc: access rate

1024 × 1024 (1.09 MHz)(2) 1.06k rps facc: access rate
Brajovic et al. [25] 32 × 64 6.4 kHz 100 rps facc: access rate
Sugiyama et al. [27] 160 × 120 3.3 kHz 15 rps facc: access rate
Required rate for real time 1024 × 1024 30.7 kHz (for 30 rps) —

3.6 Design of 375 × 365 Ultra Fast Range Finder

3.6.1 Sensor Configuration

We have designed a 375 × 365 ultra fast range finder using the proposed row-parallel search

architecture. Figure 3.23 shows an overview of the row-parallel scan image sensor simplified

to 4 × 4 pixels. It consists of a pixel array, bit-streamed column address generators at the

top part, row-parallel processors with data registers and output buffers at the right part, a row

scanner at the left part, and a multiplexer at the bottom part. These components are controlled

by an on-chip sensor controller with a phase locked loop (PLL) module. Pixels in a row line

are connected with neighbor pixels by a search signal path. Column address streams are

provided from the address generators to each vertical wire. Then the bit-streamed address

signals are injected to horizontal wires at the detected pixels. The row-parallel processors

receive the bit-streamed address signals and the search completion signals from the right

pixels in each row.

3.6.2 Chip Implementation

A 375 × 365 3-D range-finding image sensor using the present row-parallel architecture

has been fabricated in a 0.18 µm standard CMOS process with 1-poly-Si 5-metal layers. The

die size is 5.9 mm × 5.9 mm. Figure 3.24 shows the chip microphotograph and the pixel

layout. The sensor consists of a 375 × 365 pixel array, a column-parallel address generator,

and row-parallel processors with 18-bit registers and output buffers. A row scanner and a

column multiplexer are also implemented to acquire a binary 2-D image for test. The row-

(1)Measurement results with 2 kHz scanning beam of 300 mW.
(2)Simulation results in parentheses.
(3)Possible range finding rate with high-speed scanning mirror.
(4)Possible range finding rate with strong beam intensity.
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Figure 3.23 Simplified block diagram of 4×4 pixels.

parallel operations are executed by an on-chip sensor controller with a phase locked loop

(PLL) module. 3.74 M transistors are totally implemented. The supply voltage is 1.8 V. The

pixel size is 11.25 µm × 11.25 µm with 22.8 % fill factor. It consists of a photo diode and 24

transistors. The photo diode is composed of an n+-diffusion and a p-substrate. It is split into

several rectangular slices to improve the sensitivity since the present CMOS process has no

option of silicide layer removal. Table 3.3 shows the chip specifications.

3.7 Measurement Results

3.7.1 Frame Access Rate

The row-parallel position detection is pipelined in three stages on the sensor as shown in

Figure 3.25. The first stage is a photocurrent integration for pixel activation. The second

stage is a row-parallel operation of active pixel search and address acquisition. The last stage
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Figure 3.24 Chip microphotograph and pixel layout.

Table 3.3 Chip specifications.

Process 1P5M 0.18 µm CMOS process
Die size 5.9 mm × 5.9 mm
Resolution 375 × 365 pixels
Pixel size 11.25 µm × 11.25 µm
Fill factor 22.8 %
Pixel configuration 1 PN-junction PD, 24 FETs / pixel
Total FETs 3.74 M transistors

is a data readout operation from output buffers. The photocurrent integration period is called

a pixel activation time. It depends on the incident beam intensity and the sensitivity of a

photo diode. That is, the pixel activation time can be controlled by the beam intensity. On

the other hand, the access time is limited by a search operation with address acquisition or

a data readout operation. Therefore our principal aim is to achieve a short access time for

high-speed position detection.

Figure 3.26 shows a cycle time of each pipeline stage at a 400 MHz operation. The worst

case of search signal propagation takes 90 ns. Thus the search path refresh and the search

operations for the left and right edges need 90 ns, respectively. The row-parallel address
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Figure 3.25 Pipeline operation diagram.

Pixel Control: 7.5 ns

Search Propagation: 90.0 ns
Search Signal Refresh: 90.0 ns

@400 MHz

Address Acquisition: 190.0/200.0 ns
Data Buffering: 2.5 ns

Search & Address Acquisition: 670.0 ns

Digital Data Readout (Dynamic Logics): 2737.5 ns
(7.5 ns x 365 rows)

Pixel Activation Time: (Beam-Intensity-Dependent)

Multi-Samplings (x4):Multi-Samplings (x4): 2680.0 nsMulti-Samplings (x4): 2680.0 ns

Figure 3.26 Cycle time of active pixel search and data readout.



Chapter 3 Row-Parallel Position Sensors for Ultra Fast Range Finding 83

TR

row-parallel processor

sense amplifier
for data readout

Data SELk SEN

PRE

Vref

SACK

Dj
output
buffer

outside chip inside chip

74LCX540
(CIN: 7pF)

(CPB: 13pF)
PROBE

SACK

SACK

ad
dr

es
s 

de
co

de
r

Figure 3.27 Test equipment for the worst-case frame access.

acquisition takes less than 200 ns in the worst case. The worst case of address acquisition

means that all the detected pixels are placed on the same column because the load capacitance

of a column address generator becomes largest and limits the injection speed of the bit-

streamed column address signals. The total cycle time of search and address acquisition is

670 ns. The limiting factor of access time is the digital readout stage from output buffers,

which requires 2737.5 ns. Therefore the search and address acquisition can be repeated 4

times in the data readout period with keeping the frame access rate.

We have tested the maximum access rate of the designed sensor. The sensor has a function

of user-specified pixel activation. The worst-case situation is set by an electrical pattern

on the sensor plane. Figure 3.27 shows a data readout circuit and a test equipment for

probing the output signals. Output buffers in each row are selected by S ELk. The position

results are read out by dynamic readout circuits precharged by PRE, and received by sense

amplifiers synchronized with S ACK. The reference voltage of Vre f is set to 300 mV below

the supply voltage. The output signals are probed with parasitic capacitances of CIN and CPB,

which are 7 pF and 13 pF, respectively. All the active pixels are set in the 374-th column as

the worst-case situation. The expected results were successfully acquired up to a 432 MHz

operation. Figure 3.28 shows measured waveforms of the worst-case frame access to an

electrical test pattern at 432 MHz. The image sensor achieves a frame access rate of 394.5
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Figure 3.28 Measured waveforms of the worst-case frame access to an electrical test pattern at 432

MHz.
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Figure 3.29 Measured range accuracy: (a) single-sampling mode, (b) multi-sampling mode.

kHz, which corresponds to 1052 range maps/s with 375 × 365 range data. The data rate is

144 M bit/pin·sec in the maximum frame access rate.

3.7.2 Range Accuracy

Figure 3.29 shows the measured range accuracy at a target distance of around 600 mm.

The X-axis means a target distance and the Y-axis means a measured distance. Figure 3.29

(a) shows the measured results in the conventional single sampling mode. The maximum

range error is 2.78 mm and the standard deviation of error is 1.02 mm. The conventional

single sampling mode achieves 0.46 % range accuracy by a 0.5 sub-pixel resolution. The
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Figure 3.30 Photograph of a range finding system.

range error is typically-dominated by a pixel quantization error of position detection on the

focal plane. Therefore the range error can be suppressed by a multi-sampling technique with

4 scales as shown in Figure 3.29 (b). The maximum range error is 1.10 mm and the standard

deviation is 0.47 mm in the same situation. The multi-sampling mode achieves 0.18 % range

accuracy, which corresponds to a 0.2 sub-pixel resolution.

The range accuracy can be suffered from a threshold fluctuation of pixel activation on

the sensor plane. The peak-to-peak threshold fluctuation is about 150 mV including the reset

voltage drop on the sensor, which is measured by binary 2-D images in various reset voltages.

An intensity profile with 4 scales is, however, not fatally suffered from the fluctuation because

the fluctuation has strong correlation with the location on the sensor and it is enough small

to calculate the center position in a local area. The timing of pixel activation is separated

from the search and address acquisition operations as shown in Figure 3.5. That is, the pixel

activation is executed after the search path refresh and before the search signal propagation.

Therefore the pixel activation is not affected by the crosstalk caused by digital signaling on

the focal plane.

3.7.3 Ultra Fast Range Finding

Figure 3.30 shows a photograph of the present measurement setup. The baseline between

a camera and a beam projector is set to 180 mm. The target distance is 600 mm and the target

scene is 90 × 90 mm2. A 300 mW laser beam is expanded by a rod lens as a sheet beam with

5 mm width. The beam wavelength is 665 nm. Figure 3.31 shows an example of measured
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Figure 3.31 Measurement result of range finding.

Table 3.4 Chip performance.

Supply voltage 1.8 V
Max. clock freq. 432 MHz
Frame access rate 394.5 kHz
Data rate 144 M bit/pin·sec
Range finding speed 1052 range maps/sec
Sub-pixel resolution 0.2 pixels (4 samplings)
Range accuracy max. 1.10 mm @ 600 mm

S.D. 0.47 mm @ 600 mm
Power dissipation 1065 mW @ 432 MHz, 1.8 V

range images. The measured 3-D data are plotted on three-dimensional coordinates as a wire-

frame model (a) of a target object (b) in Figure 3.31. In the present measurement setup, the

limiting factor of the range finding is the pixel activation time. And so the system requires a

higher sensitive photo detector or a sharp and strong laser beam. Table 3.4 summarizes the

chip performances.
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3.8 Summary
We have proposed a row-parallel frame access architecture for a 1,000-fps range finder,

which has many potential applications such as shape measurement of structural deformation

and destruction, quick inspection of industrial components, scientific observation of high-

speed moving objects, and fast visual feedback systems in robot vision. The row-parallel

search operations are executed by a chained search circuit embedded in a pixel on the focal

plane. The bit-streamed column address flow realizes row-parallel address acquisition with a

compact circuit implementation. Moreover, a multi-sampling technique is available for range

accuracy improvement.

We have shown the feasibility and the potential capability using a prototype position de-

tector with 128 × 16 pixels. A 375 × 365 ultra fast range finder has been also designed

and fabricated in a 1P5M 0.18 µm standard CMOS process. It achieves a high-speed frame

access rate with multiple samplings. The maximum frame access rate is 394.5 kHz with 4

samplings, which is capable of 1052 range maps/s in case that the measurement setup has a

plenty strong beam intensity. Then, it provides 1.10 mm range accuracy at a target distance

of 600 mm. It has been improved up to a 0.2 sub-pixel resolution by the multi-sampling

technique. The present techniques and circuits will open the way to the future applications

which require extremely high-speed and high-accuracy 3-D image capture.



Chapter 4

High-Sensitive Demodulation Sensors for

Robust Beam Detection

4.1 Introduction
This chapter describes a demodulation position sensor with efficient ambient light suppres-

sion for a robust range finding system. Particularly, some applications of 3-D image capture,

such as a walking robot and a recognition system in vehicles, require both of availability

in various background illumination and safe light projection for human eyes. The conven-

tional image sensors and range finders detect a position of peak intensity on the sensor plane

to acquire a position of a projected beam in a range finding system [20]–[27]. Therefore,

these sensors require a strong beam projection when a target object is placed in a nonideal

environment with a strong ambient light.

A possible method to realize suppression of the background illumination is an interframe

difference method, where the difference signals between two subsequent frames are used to

detect a projected light. This method has been also implemented in the proposed high-speed

dynamic access as presented in Section 2.9, however it takes at least a frame interval time for

the ambient light suppression. Color filters mounted on the sensors can suppress the back-

ground illumination and realize high-sensitivity photo detection. Sunlight, however, contains

distributed wavelengths with strong intensity, so that the color filters are not enough for some

applications. A high-sensitivity position sensor with a capability of electronic suppression of

the background illumination is required in such situations.

A correlation technique, such as [82]–[84], is a possible solution to the problems. These

correlation sensors can suppress the background illumination to obtain a high sensitivity. Its

dynamic range, however, is limited by the linear difference circuit due to the voltage signal

saturation. It is not applicable for a strong contrast image in an outdoor environment.

89
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Figure 4.1 Basic idea of the demodulation sensing.

We have proposed a new sensing scheme for high-sensitivity and wide-dynamic-range

photo detection which employs a logarithmic-response correlation circuit [85]. It has suc-

cessfully overcome the saturation problem of [82]–[84] resulting from an ambient light. In

this chapter, we propose a new circuit realization using a current-mode suppression circuit to

improve the light detection sensitivity. Section 4.2 presents a concept of the demodulation

sensing scheme and a pixel circuit realization using a current-mode suppression circuit. Sec-

tion 4.3 describes sensor configurations and peripheral circuits. Section 4.4 shows design of

a 120 × 110 position sensor using the demodulation sensing scheme. Section 4.5 presents

performance evaluation and application to range finding. Finally, Section 4.6 summarizes

this chapter.

4.2 Sensing Scheme and Circuit Realization

4.2.1 Demodulation Sensing Scheme

Figure 4.1 illustrates a sensing scheme for high-sensitivity and wide-dynamic-range photo

detection. In the light-section range finding system, a laser beam modulated by a pulse

generator is projected on a target object. The photo detector receives a reflection of the

projected laser beam and the background illumination together. A photo current generated

by the incident light is fed into a low-pass filter. An output current of the low-pass filter

is subtracted from the original photo current. The subtraction is realized using a current-

mode circuit instead of a voltage mode circuit in [85] to avoid saturation. The output current

is alternating when the incident light includes a modulated light. A logarithmic-response



Chapter 4 High-Sensitive Demodulation Sensors for Robust Beam Detection 91

PD

Ipd

αIpd

Vr Ib

Vg0

Vbp

Vmod

Vmpy+

Vmpy−

bias circuit current mode suppression
low pass filter

correlator
integrator

logarithmic
I-V converter

C0

C2

C3

C1

M0

M1

MPY+

SEL

V
ou

t+

V
ou

t−

SEL

MPY−

αIpdαIpd

αIavgαIavg

VavgVavg

Vpd

(=Vd0)(=Vd0)
Vs0Vs0

1.8/0.67.2/0.6

3.6/1.2
1.2/1.21.2/1.21.2/1.21.2/1.21.2/1.2

3.6/1.23.6/1.23.6/1.2

3.6/1.23.6/1.23.6/1.2

1.2/1.21.2/1.21.2/1.2

3.6/1.23.6/1.23.6/1.2

3.6/1.23.6/1.23.6/1.2

transistor size: W(µm)/L(µm)

370f370f370f

150f

1.2/0.61.2/0.61.2/0.6

3.45/0.6

Figure 4.2 Pixel circuit implementation of the demodulation sensing

circuit limits the amplitude of current swing to avoid a saturation problem of a correlation

circuit after the constant current suppression. The limited current swing is divided into two

integrators by an external correlation signal. A marked difference voltage between the outputs

of each integrator is acquired only when the incident light has the correlation frequency.

The low-pass filter and the current-mode subtraction circuit realize the adaptive suppression

of constant illumination. The logarithmic-response circuit and the correlation circuit are

dedicated to wide-dynamic-range and high-sensitivity photo detection.

4.2.2 Pixel Circuit Realization

Figure 4.2 shows a pixel circuit implementation of the present demodulation sensing. The

pixel consists of a photo diode, a current-mode suppression circuit with low-pass filters, a bias

circuit for the low-pass filters, a logarithmic I-V converter, two integrators for correlation,

and two source follower circuits for readout. The transistor size (W/L) is also shown by

micrometers (µm) in Figure 4.2. The size of coupled or cascaded transistors is omitted in
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Figure 4.2 since they are the same size. A photo current of Ipd is generated in proportion

to the incident light intensity. The photo current is copied as a current of αIpd, where α is

a gain of the current copier circuit. Its average current, αIavg, is generated by a low-pass

filter and it is subtracted from αIpd. The low-pass filter consists of two biased transistors

(M0 and M1) and two capacitors (C0 and C1). The biased transistors are used for a resistor

of the low-pass filter, which are based on HRES (Horizontal RESistor) presented in [86]. A

drain-source current, IM0, of the transistor, M0, is controlled by the gate voltage of Vg0. The

bias circuit makes the gate-source voltage of Vq constant in each pixel for constant resistance.

The saturation current of the biased transistor, M0, is half of the bias current of Ib controlled

by Vr.

Figure 4.3 shows a timing diagram of the pixel circuit operation. Here, f0 is a correlation

frequency. When the incident light includes a modulated light, the photo current, Ipd, has two

components of a constant current of Idc by an ambient light and an alternating current of Iac

by a modulated light.

Ipd = Idc + Iac. (4.1)
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The low-pass filter generates the average current, αIavg, as follows.

αIavg = αIpd = α(Idc + Iac). (4.2)

The constant current, Idc, is adaptively suppressed by the current-mode suppression circuit.

Here, a time constant of the low-pass filter is designed at 1.2 ms in a typical situation. It

can be adjusted by the external bias voltage, Vr. The output current, Imod, of the suppression

circuit is given by

Imod = αIpd − αIavg = α(Iac − Iac). (4.3)

The output current, Imod, is converted to a voltage level of Vmod by a logarithmic-response

circuit.

Vmod = β log(I0 + Imod), (4.4)

where β is a gain factor of the logarithmic-response circuit and I0 is an offset current. The

output is divided into two capacitors, C2 and C3, by the external signals, MPY+ and MPY−,

synchronized with the correlation frequency. The voltages, Vmpy+ and Vmpy−, at C2 and C3 are

read out as Vout+ and Vout− by source follower circuits, respectively.

When the incident light contains only the background illumination, the photo current is

constant and Imod is zero. In this case, the difference voltage between Vout+ and Vout− is

zero, and the pixel is recognized as an inactive pixel. On the other hand, the marked dif-

ference between Vout+ and Vout− is acquired only when the incident light has the frequency

synchronized with the correlation signal. The pixel is recognized as an active pixel when the

difference voltage exceeds the reference voltage, Vcmp, as follows.

Vout+ − Vout− ≥ Vcmp. (4.5)

4.3 Sensor Configurations
Figure 4.4 shows a sensor structure with the present photo detectors. It consists a pixel

array, a row-select address decoder, row buffers of correlation signals, column-parallel sub-

traction circuits and comparators with a column-select decoder. Both of the output voltages,

Vout+ and Vout−, are read out into the subtraction circuit. The difference voltage between Vout+

and Vout− is compared with the reference voltage of Vcmp at the column-parallel comparators.

All pixels of a selected row are determined to be activated or not in parallel. Figure 4.4 also
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Figure 4.4 Array structure and timing diagram.

shows its timing diagram. After a pixel is selected, its output voltages, Vout+ and Vout−, are

sampled on each node of Cdi f by φ1. When φ2 turns on, a voltage of V+ at a node of Cdi f is

given by

V+ = Vout+ − Vout− + Vo, (4.6)

where Vo is an offset voltage for adjustment of the input range of the comparator. The refer-

ence voltage, Vcmp, of the comparator is given by

Vcmp = Vre f + Vo. (4.7)

V+ is compared with Vcmp at a latch sense amplifier when φ3 turns on. A pixel is activated

when the difference voltage exceeds the threshold voltage of Vre f . When the incident light

of the selected pixel contains a modulated light synchronized with the correlation frequency,

the difference voltage becomes large as shown in Case 1 of Figure 4.4. Alternatively, the
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Figure 4.5 Pixel layout.

difference voltage is zero or small as shown in Case 2 when the incident light does not contain

the correlation frequency.

Variations in characteristics of two readout ways for Vout+ and Vout− cause an offset between

the output voltages, V+ and V−. And the comparator requires a large margin of the thresh-

old level. That is, Vcmp should become higher, and then a large difference voltage between

Vout+ and Vout− is required. It means that the variations are a possible reason to decrease the

sensitivity of the present sensing scheme. It is suppressed by the threshold margin at column-

parallel comparators to detected active pixels with a correlative incident light. On the other

hand, the uniformity of the circuits over the array hardly influences the performance since

the suppression of an ambient light and the correlation of a incident light are carried out in

pixel parallel.

4.4 Chip Implementation
We had designed and fabricated a prototype chip with 16 × 16 photo detectors using a 0.6

µm standard CMOS process [87] for a preliminary test. And then, we have designed a 120

× 110 position sensor for robust beam detection based on the successful experiments of the

prototype. Figure 4.5 shows a pixel layout of the designed position sensor. It consists of a

photo diode, 43 transistors, including 4 MOS capacitors. Capacitance of C0 and C1, which
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Figure 4.6 Chip microphotograph.

Table 4.1 Chip specifications.

Process 2P3M 0.6 µm CMOS process
Chip size 8.9 mm × 8.9 mm
Num. of pixels 120 × 110 pixels
Pixel size 60.0 µm × 60.0 µm
Fill factor 13.5 %
# trans./pixel 43 trans. (inc. 4 MOS capacitors)

are shown in Figure 4.2, is 370 fF, and that of C2 and C3 is 150 fF. The pixel area is 60

µm × 60 µm with 13.5 % fill factor. The photo diode is formed by an n+-diffusion in a p-

substrate. Figure 4.6 shows a chip microphotograph of the 120 × 110 position sensor. The

process technology is a standard 0.6 µm CMOS process with 2-poly-Si and 3-metal layers.

The die size is 8.9 mm × 8.9 mm. It consists of a pixel array of 120 × 110 pixels, a row

select decoder, control signal drivers for demodulation, column-parallel subtraction circuits,

and column-parallel comparators. Table 4.1 summarizes the chip specifications.
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Figure 4.7 Measurement setup.

4.5 Measurement Results

4.5.1 Measurement Setup and Preliminary Tests

For performance evaluation, a measurement setup has been constructed with a laser pointer

with a 635 nm wavelength, a pulse generator for modulation, an LCD light projector for

nonuniform background illumination, and a host computer as shown in Figure 4.7. Figure

4.8 shows a camera module with the 120 × 110 position sensor and a spot beam source with

X-Y scanning mirrors.

Figure 4.9 shows a preliminary test of position detection for a low-intensity beam pro-

jection against strong and nonuniform background illumination. A modulated laser beam

corresponding to 4 klx is projected on a target object. The maximum intensity of the back-

ground illumination is about 80 klx. In this measurement, the correlation frequency is set

at 8 kHz and the correlation operation lasts 0.7 ms. A distance between the position sensor

and the target object is about 600 mm. The position sensor clearly detects a position of the

projected laser beam as shown in Figure 4.9. The light detection has a tolerance to not only

nonuniform background illumination but also target colors. In this measurement setup, range



Chapter 4 High-Sensitive Demodulation Sensors for Robust Beam Detection 98

camera modulecamera module laser sourcelaser sourceX-Y scannerX-Y scanner
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Figure 4.9 High sensitive position detection in nonuniform background illumination.

data of a target object are acquired by triangulation using X-Y scanning of the spot laser

beam.

4.5.2 Sensitivity and Dynamic Range

Figure 4.10 shows the relation between a background intensity, Ebg, and the minimum

detectable intensity, Esig min, of a projected light. In this measurement for sensitivity and dy-

namic range, the modulation frequency is 1 kHz and the frame interval is 5 ms. To evaluate

the sensitivity of the light detection, intensities of the projected light and the background

illumination are measured by a photo current, Ipd, generated by each incident light. It is be-
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cause the projected laser beam has only a 635 ns wavelength, which is relatively sensitive for

the photo detector, and the background light contains distributed wavelengths. Illuminance

corresponding to the background photo current is shown in the upper axis of Figure 4.10 as

a reference.

The experimental results of the present sensor are shown by (a) in Figure 4.10. The present

sensor enables to use a low-intensity projected light due to the suppression of an ambient

light. The minimum SBR (Signal-to-Background Ratio), which stands for the sensitivity of

the light detection, is -22.8 dB. SBR is defined as follows:

S BR = 10 log
Esig min

Ebg
. (4.8)

In addition, the high-sensitivity light detection is available without saturation in a wide range

of background illumination. The high sensitivity under -18 dB SBR is achieved in more

than 48 dB range of background illumination. For example, the projected light intensity can
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be equivalent to ∼ 1.2 × 103 lx in outdoor environment, where the background intensity is

∼ 1.1× 105 lx. It also can be equivalent to ∼ 22 lx in a room, where the background intensity

is ∼ 1.0 × 103 lx.

Figure 4.10 shows that the sensitivity becomes worse under low-level irradiance conditions

due to a response speed and device mismatch of the current mirror, hence a higher intensity

level of the projected beam is required to keep the correlation speed and S/N under the low-

level irradiance conditions. The maximum dynamic range is limited by the test equipment.

According to a circuit simulation, the limiting factor of dynamic range will be a saturation

problem of the logarithmic-response photo detector. In other words, the reverse bias voltage

at a photo diode becomes low due to a strong incident light so that the photo diode cannot

get the photo current in proportion to the incident light.

For comparison, the capabilities of our previous work [85] and the conventional correlation

sensors [82]–[84] are shown by (b) and (c) in Figure 4.10, respectively. The present position

sensor is more applicable to a wide variety of applications than the conventional sensors due

to the higher sensitivity and dynamic range. The high-sensitivity and wide-dynamic-range

beam detection is achieved by a current-mode dc suppression circuit for saturation avoidance

and a correlation circuit for small signal accumulation with a logarithmic-response circuit.

In this measurement, a noise level caused by various reasons such as transistor mismatch

has been evaluated by the threshold adjustment of a column-parallel comparator under a

constant incident illumination since the present sensor provides only a binary image based

on correlation. The correlation output of the column-parallel subtract circuit is theoretically

the same level of Vo, which is shown in Figure 4.4. That is, the noise level can be acquired

by the threshold adjustment as the offset voltage from Vo. The average noise level of the

present sensor was 42.3 mV. The standard deviation of the noise level was 15.7 mV. In the

range finding, the threshold voltage is set to the total voltage of Vo, the average noise level,

and a threshold margin. The noise fluctuation is suppressed by the threshold margin of 100

mV to detect the active pixels.

A range finding based on the light-section method generally suffers from reflectance varia-

tions of a target surface. However, the damage to the present system is less than the conven-

tional systems since it keeps the signal-to-background ratio to detect the projected beam in

wide range. That is, it is because the reflectivity variations often influence both the ambient

light and the projected beam though it depends on the spectrum of their wavelengths.
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Figure 4.11 Selectivity of the demodulation sensing.

4.5.3 Selectivity

The correlation technique suppresses another projected light with a modulation frequency

of f1, which is not equal to a correlation frequency of f0. Figure 4.11 shows the difference

voltage of the correlation outputs, which is Vout+−Vout−, at various incident light frequencies.

In this measurement, the correlation frequency of f0 is set to 1 kHz and the frame interval is 5

ms. The measurement result shows that the suppression ratio is less than -7 dB. Particularly,

the suppression ratio of even harmonics of f0 is less than -13 dB. Thus the projected light of

even-harmonics frequencies can be ideally separated in a multiple-light-projection system.

Such a separation of concurrently projected lights is important for a triangulation-based range

finding to reduce a dead angle, where an object is illuminated by multiple light sources from

different directions.

4.5.4 Frame Rate

The present position sensor has a trade-off between the sensitivity and the frame rate. Fig-

ure 4.12 shows the relation between the correlation frequency and the sensitivity. The gain of

correlation decreases by a high correlation frequency due to parasitic capacitances of a photo
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diode. That is, a time constant of the photo diode and the logarithmic-response circuit is a

limiting factor of the demodulation sensing technique. The present position sensor attains a

correlation frequency of 10 kHz at -16 dB SBR, and the correlation interval is 0.5 ms in this

situation. That is, a possible frame rate of the position sensor is 2000 fps at -16 dB SBR.

The achievable frame rate at -22.8 dB, which is the minimum SBR of the present sensor, is

400 fps using a 2 kHz correlation frequency. And the frame rate at -18 dB SBR, which is

available in 48 dB range of background illumination, is 1200 fps using a 6 kHz correlation

frequency.

4.5.5 Range Finding Results

We have applied the 120 × 110 position sensor to a triangulation-based range finding sys-

tem using a spot beam projection. Figure 4.13 shows the range accuracy of the range finding

system. A target object is a flat panel, and it is placed at a distance from 1000 mm to 1100

mm. The maximum range error over the full area is 3.2 mm, and the standard deviation of

range error is 0.89 mm. In an effective area of 110 × 100 pixels, the maximum measurement

error is 1.5 mm, and a standard deviation of range error is 0.60 mm. The range finding system



Chapter 4 High-Sensitive Demodulation Sensors for Robust Beam Detection 103

1000

1020

1040

1060

1080

1100

1000 1020 1040 1060 1080 1100

Object distance (mm)

M
ea

su
re

d 
di

st
an

ce
 (

m
m

)

Figure 4.13 Linearity of the measured range data.

Table 4.2 Performance specifications.

Power supply 5.0 V
Sensitivity (SBR) -22.8 dB SBR
Dynamic range > 48 dB ( < -18 dB SBR)
Selectivity -13 dB suppression ratio

(for even harmonics of f0)
Light detection rate 2000 fps (at -16 dB SBR)
Depth resolution 1.5 mm at 1000 mm
Power dissipation 250 mW

attains an accuracy of 0.3 % at a distance of 1000 mm.

120×110-point range data of a target object are acquired by X-Y scanning of a spot laser

beam. In the condition of -13 dB SBR, range maps are acquired as shown in Figure 4.14

(a), (b) and (c). Brightness of the range map represents the distance from the range finder to

the target. A wire frame of the target object (d) is reproduced from the range data as shown

in Figure 4.14 (e). The performance specifications of the position sensor and the range

finding system are summarized in Table 4.2. In the measurement system using a spot beam

projection with X-Y scanning, the range finding takes about 66 seconds. It can be about
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Figure 4.14 Measured range maps.

0.5 seconds due to few frames per range map in a case of a sheet beam projection with X

scanning. In addition, the present sensor has a possibility of a higher range finding speed by

means of a higher sensitive photo diode customized for image sensors since the correlation

speed is limited by the photo diode using a standard CMOS process.

4.6 Summary
We have proposed a new sensing scheme of low-intensity beam detection for a robust range

finding system. A correlation circuit and a current-mode suppression circuit of constant illu-

mination realize high sensitivity, high selectivity, and availability in wide-range background

illumination. A 120 × 110 position sensor for robust range finding has been designed and

successfully tested. The position sensor achieves high-sensitive light detection of -18 dB

SBR in 48 dB background illumination. It also realizes high selectivity to detect only a target

beam in a high contrast ambient light due to -13 dB suppression of another incident light
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with even harmonics of a correlation frequency. We have discussed a trade-off between the

sensitivity and the frame rate, and presented the maximum frame rate of 2,000 fps at -16 dB

SBR. We have applied the position sensor to a triangulation-based range finding system. It

achieves a range accuracy with in 1.5 mm at a distance of 1000 mm. The present position

sensor has advantages to future application fields which require a safe light projection for

human eyes in various measurement environments.



Chapter 5

Extension of Demodulation Sensing

5.1 Introduction
This chapter describes a pixel-level color image sensor and a low-intensity ID beacon de-

tector as extension of the demodulation sensing scheme.

In Section 5.2 through Section 5.5, we present a pixel-level color image sensor with effi-

cient ambient light suppression using a modulated RGB flashlight. The image sensor em-

ploys bidirectional photocurrent integrators for pixel-level demodulation and ambient light

suppression. The demodulation function contributes to avoid saturation from ambient illumi-

nation and to provide innate color information without false color and intensity loss of color

filters. The demodulation function has a possibility of TOF range finding to realize depth-key

object extraction. These features dedicate to support of image recognition in various imaging

situations. Section 5.2 describes a concept of the color demodulation imaging. Section 5.3

presents circuit configuration of the color demodulation. Section 5.4 shows design of a pro-

totype color demodulation imager with 64 × 64 pixels. The performance evaluation based on

measurement results is discussed in Section 5.5.

In Section 5.6 through Section 5.10, we present a low-intensity ID beacon detector for aug-

mented reality (AR) systems. AR systems are designed to provide an enhanced view of the

real world with meaningful information from a computer. Our target AR system uses an op-

tical device with ID beacon such as a blinking LED. The present ID beacon detector realizes

analog readout for 2-D image capture and high-speed digital readout for ID beacon detection

simultaneously. The pixel circuit has a logarithmic-response photo detector and an adaptive

modulation amplifier to detect a low-intensity ID beacon in wide range of background illu-

mination. Section 5.6 introduces an augmented reality system with active optical devices.

Section 5.7 describes circuit configurations and operations of the proposed ID beacon detec-

106
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Figure 5.1 Preprocessing for image recognition.

tor. Section 5.8 shows design of a prototype ID beacon detector with 128 × 128 pixels. The

system setup and measurement results are presented in Section 5.9 and Section 5.10.

5.2 Concept of Color Demodulation Imaging

5.2.1 Target Applications

In recent years, image recognition systems have become important in applications such as

security systems, intelligent transportation systems (ITS), factory automation, and robotics.

Object extraction from a captured scene is important for such recognition systems. Object

extraction generally requires huge computational effort, thus, it is desirable to extract target

objects by flashlight decay [88] or time-of-flight (TOF) range finding [18], as shown in Figure

5.1. Color information is also useful for identifying a target object. However, it is difficult

for a standard image sensor to acquire the innate color since the color imaging results are

strongly affected by ambient illumination. Therefore, a function of ambient light suppression

is efficient for image recognition.

Some image sensors with photocurrent demodulation, such as [82]–[85] and the proposed

position sensor in Chapter 4, have been presented to suppress a constant light. The conven-

tional techniques [82]–[84] have two photocurrent integrators. One accumulates a signal light
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Figure 5.2 System configuration using a modulated RGB flashlight.

and an ambient light together, and then the other accumulates only an ambient light. There-

fore, its dynamic range is limited by the ambient light intensity. A logarithmic-response

position sensor, which is presented in Chapter 4, expands the dynamic range due to adaptive

ambient light suppression. The signal gain, however, changes with the incident light inten-

sity, hence it is not suitable for capturing a scene image. We propose an imaging system

configuration using a modulated flashlight and a demodulation image sensor for support of

image recognition in various measurement situations. It is capable of providing innate color

and depth information of a target object for color-based categorization and depth-key object

extraction.

5.2.2 System Configuration

Figure 5.2 shows an imaging system configuration using a modulated RGB flashlight. The

RGB flashlight contains three color projections, which are modulated by φR, φG, and φB,

respectively. The duty ratio is set to 25 %. Each modulation phase is shifted 90 degrees. A

photo detector receives the modulated lights, ER, EG, and EB, from a target scene together

with an ambient light, Ebg. An ambient light is provided from the sum, a fluorescent light,

etc. Therefore, the ambient light intensity, Ebg, is constant or low frequency. A photocurrent,
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Ipd, is generated in proportion to the incident intensity, Etotal, as follows:

Ipd ∝ Etotal =



ER + Ebg, if t = nT ∼ nT + ∆T

EG + Ebg, if t = nT + ∆T ∼ nT + 2∆T

EB + Ebg, if t = nT + 2∆T ∼ nT + 3∆T

Ebg, otherwise, (5.1)

where T is a cycle time of modulation, ∆T is a pulse width of each flashlight, and n is the

number of modulation cycles in exposure time. The photo detector has four integrators with

a demodulation function. Ipd is accumulated in each integrator synchronized with φR, φG,

and φB. Then, all integrators subtract an ambient light level, Ebg, from the total level in a

modulation cycle of T . The short-interval subtraction contributes to suppress the influence

to color information by an ambient light. The color sensing has no intensity loss caused by

color filters.

The flashlight imaging originally realizes rough range finding based on flashlight decay

[88]. It is sometimes utilized for object extraction, however, the reliability comes under the

influence of surface reflectance. Thus, it is difficult to identify multiple objects in a target

scene. On the other hand, TOF range finding attains more efficient object extraction, which

is called a depth-key technique [18]. A demodulation function is capable of TOF range

finding as presented in [13] and [89], and the present system is also capable of depth-key

object extraction.

5.2.3 Sensing Scheme with Ambient Light Suppression

The conventional demodulation sensors [82]–[84] have two photocurrent integrators as

shown in Figure 5.3 (a). Photocurrents, Isig and Ibg, are generated by a modulated light,

Esig, and an ambient light, Ebg, respectively. While the flashlight projection turns on, the to-

tal photocurrent of Isig and Ibg is accumulated in one of the photocurrent integrators as shown

in Figure 5.4 (a). And then, the photocurrent, Ibg, is accumulated in the other photocurrent

integrator while the flashlight projection turns off. The signal level, Vsig, is calculated from

the accumulation results, Vsig+bg and Vbg, after an exposure period.

Vsig = Vsig+bg − Vbg

=

n∑
i=0

(Isig + Ibg) · ∆T

Cpd
−

n∑
i=0

Ibg · ∆T

Cpd
, (5.2)
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where Cpd is a parasitic capacitance of a photo diode. Therefore, the dynamic range of [82]–

[84] is limited by a saturation level Vsat as follows:

Vsig+bg < Vsat. (5.3)

The conventional techniques are easy to saturate the signal level owing to an ambient light.

On the other hand, the present sensing scheme suppresses an ambient light at short intervals

during an exposure period as shown in Figure 5.3 (b) and Figure 5.4 (b). In a modulation

cycle, the photocurrents, Isig and Ibg, are accumulated in each photocurrent integrator in the

same way as the conventional sensing scheme. And then, the ambient light intensity is sub-

tracted from the photocurrent integrators in every modulation cycle. Therefore, the signal

level, Vsig, is directly provided from a pixel output as follows:

Vsig =

n∑
i=0

(
(Isig + Ibg) · ∆T

Cpd
− Ibg · ∆T

Cpd

)
. (5.4)

Thus, the dynamic range is given by

Vsig < Vsat. (5.5)

In the present sensing scheme, a short demodulation cycle of T makes the dynamic range

higher since it avoids the saturation caused by an ambient light. The other photocurrent

integrator provides VO as the offset level to cancel asymmetry of bidirectional integration.

5.3 Circuit Configurations of Color Demodulation

5.3.1 Pixel-Level Color Demodulation

The present sensing scheme employs a bidirectional photocurrent integrator. It is imple-

mented by discrete-time voltage integrators and a fully differential amplifier with bidirec-

tional output drive as shown in Figure 5.5 (a). The gain of the fully differential amplifier

is set to 1. In this implementation, a photo detector has two integrators. Thus, a full color

pixel requires three photo detectors, which consist of three photo diode, three amplifiers, and

six photocurrent integrators. In the present imaging system, a photo diode can be shared by

the integrators as shown in Figure 5.5 (b) since three color projections are separately mod-

ulated as shown in Figure 5.5 (c). The pixel-level color demodulation reduces the circuit

area for full color imaging. Furthermore, a captured color image has no false color due to the

pixel-level imaging.
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5.3.2 Pixel Circuit

Figure 5.6 shows a pixel circuit configuration and a pixel layout in a 0.35 µm CMOS

process technology. It consists of a photo diode (PD), a fully differential amplifier, four

integrators (Σi) with a demodulation function, and four source follower circuits. The gain of

the fully differential amplifier is set to 1. The pixel size is 33.0 µm × 33.0 µm with 12.4 %

fill factor.

Figure 5.7 shows a timing diagram of the pixel circuit. φrst initializes all photocurrent

integrators. φpd resets Vpd at a photo diode. φp and φm switch between an accumulation mode

and a subtraction mode. φs and φh perform a sample-and-hold operation for four integrators.

φr, φg, φb, and φo make a photocurrent integrator active. In the reset period, all integrators

are initialized by φrst, and Vpd at a photo diode is reset to Vrst by φpd. In the first ∆T , the

photo detector accumulates the total photocurrent of IR and Ibg in a photocurrent integrator,

Σ1, since a projected flashlight contains a red light of ER. Then, it accumulates IG and IB

together with Ibg in Σ2 and Σ3 in the second and third ∆T , respectively, after Vpd has been

reset again. Finally, Ibg is accumulated in Σ4, and subtracted from all integrators in the fourth

∆T . The modulation cycle, T , is repeated during an exposure period. The pixel values, VR,

VG, VB, and VO, are read out through the source follower circuits as the output signals, VRo,
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VGo, VBo, and VOo.

5.3.3 Asymmetry Offset of Bidirectional Integration

The discrete-time voltage integrator, Σi, accumulates a voltage level of Vmod. The input

voltage of Σi is given by

Vmod =


Vpd+, if φp = H and φm = L

Vpd−, if φp = L and φm = H.
(5.6)
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The bidirectional integration is realized by switching two outputs of the fully differential

amplifier, Vpd+ and Vpd−, as shown in Figure 5.8. They are given by

Vpd+ = Ap · ∆Vpd − ∆V+, (5.7)

Vpd− = −(Am · ∆Vpd − ∆V−), (5.8)

∆Vpd =
Itotal · ∆T

Cpd
, (5.9)

Ap � Am � 1, (5.10)

where Ap and Am are the gain of the fully differential amplifier in an accumulation mode and

a subtraction mode, respectively. Both of them are set to 1, however, they are not exactly the

same because of the device fluctuation. ∆V+ and ∆V− are the offset levels of Vpd+ and Vpd−
from the reference voltage Vre f , respectively. Itotal is a photocurrent generated by an incident

light. From Eq. ( 5.4), we have

Vsig =

n∑
i=0

(
(Ap · ∆Vsig+bg − ∆V+) − (Am · ∆Vbg − ∆V−)

)
, (5.11)
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considering the offset variations of bidirectional integration. ∆Vsig+bg and ∆Vbg are given by

∆Vsig+bg =
(Isig + Ibg) · ∆T

Cpd
, (5.12)

∆Vbg =
Ibg · ∆T

Cpd
. (5.13)

Substituting Eq. ( 5.12) and Eq. ( 5.13) into Eq. ( 5.11) gives

Vsig = Vout + ∆Vgain + ∆Vbias. (5.14)

Vout is a signal level which is required for a color image. ∆Vgain is an offset level caused by

the gain variations. ∆Vbias is an offset level caused by the bias fluctuations.

Vout =
Ap · Isig · n∆T

Cpd
, (5.15)

∆Vgain =
(Ap − Am) · Ibg · n∆T

Cpd
, (5.16)

∆Vbias = −n(∆V+ − ∆V−). (5.17)
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Figure 5.9 Simulation waveforms of pixel-level demodulation: (a)–(d) the present sensing scheme,

(e) the conventional sensing scheme.

On the other hand, the fourth integrator accumulates Ibg, and then it subtracts Ibg from the

accumulation. The output level, VO, is given by

VO =

n∑
i=0

(
(Ap · ∆Vbg − ∆V+) − (Am · ∆Vbg − ∆V−)

)

= ∆Vgain + ∆Vbias. (5.18)

Therefore, the significant signal level, Vout, is acquired as follows.

Vout = Vsig − VO. (5.19)

The fourth integrator contributes to suppress the asymmetry offset of bidirectional integra-

tion.

5.3.4 Simulation of Pixel-Level Demodulation

Figure 5.9 shows simulation waveforms of the pixel-level demodulation with efficient

ambient light suppression. In the simulation condition, a photocurrent, Ibg, is set to 200 nA,
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Figure 5.10 Sensor block diagram.

which is generated by an ambient light of Ebg. Signal photocurrents, IR, IG, and IB, are set to

40 nA, 80 nA, and 120 nA, respectively, which are generated by a modulated RGB flashlight.

A parasitic capacitance of a photo diode, Cpd, is 73 fF. A sampling capacitance, Cs, is 12 fF.

An integration capacitance, Ci, is 17 fF. ∆T is set to 0.1 ms. A modulation cycle of 0.4 ms is

repeated 25 times in exposure time.

The signal levels are acquired as |VR − VO|, |VG − VO|, and |VB − VO| with suppressing an

ambient light Ebg as shown by (a)–(c) in Figure 5.9. VO is the output of the fourth integrator,

and it means the asymmetry offset of bidirectional integration as shown by Eq. ( 5.18). The

present sensing scheme avoids saturation from ambient light intensity, Ebg, as shown by Eq.

( 5.4). In the conventional sensing as shown by (e) in Figure 5.9, the signal level can be

saturated by a strong ambient light intensity since the integrator accumulates EB and Ebg

together without suppressing Ebg during an exposure period as shown by Eq. ( 5.2).

5.4 Design of 64 × 64 Color Demodulation Imager
We have designed and fabricated a prototype image sensor with 64 × 64 pixels in a 0.35 µm

CMOS process. Figure 5.10 illustrates the sensor block diagram. The sensor consists of a 64

× 64 pixel array, a row select decoder, control signal drivers, column amplifiers with a column

select decoder, a correlation double sampling (CDS) circuit, an offset canceller, an 8-bit
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charge-distributed ADC, and a sensor controller. The CDS circuit suppresses a fixed pattern

noise caused by the column amplifiers. The offset canceller, which is shown in Figure 5.11,

subtracts a demodulation offset level, VOo, from signal output voltages, VRo, VGo, and VBo.

The signal output voltages are sampled by φsub at capacitors, Csub, and then VOo is subtracted

from them. Vzero is a bias level of the CDS circuit. A charge-distributed ADC, which is

shown in Figure 5.12, is designed for 8-bit analog-to-digital conversion. All components

are operated by an on-chip sensor controller. Figure 5.13 shows the chip microphotograph.

Specifications of the prototype image sensor are summarized in Table 5.1.
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Table 5.1 Specifications of the prototype image sensor.

Process 3-metal 2-poly-Si 0.35 µm CMOS
Die size 4.9 mm × 4.9 mm
# of pixels 64 × 64 pixels
Pixel size 33.0 µm × 33.0 µm
Pixel config. 1 PD, 57 FETs and 5 capacitors
Fill factor 12.4 %

5.5 Measurement Results of Color Demodulation Imager

5.5.1 Efficient Ambient Light Suppression

Figure 5.14 shows measurement results of a signal output voltage, |VRo−VOo|, as a function

of a modulated light intensity, ER. A modulated light and a constant light are directly pro-

jected on the sensor plane using red LEDs of 630 nm wavelength. The modulated light has a

modulation cycle of 0.2 ms and a pulse width of 0.05 ms. The exposure time is 10 ms. Figure

5.14 (a) shows a signal output voltage with no ambient light. In this case, the present demod-

ulation technique has high linearity as is the conventional demodulation technique. On the

other hand, Figure 5.14 (d) shows that the conventional technique saturates the signal level

because of a strong ambient light which has 200 µW/cm2 and 500 µW/cm2, respectively. In

these cases, the present demodulation technique efficiently avoids saturation and keeps high
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linearity as shown by (b) and (c) in Figure 5.14. The noise floor of the prototype image

sensor is 15.6 mVp-p and 3.4 mVrms, which is measured by |VRo − VOo| under a constant light.

It contains the gain variations caused by integration capacitance fluctuations of Ci.

Figure 5.15 shows a saturation level of a modulated light intensity, ER, as a function of

an ambient light intensity, Ebg. Figure 5.15 (b) shows that the conventional technique is not

suitable for various ambient light conditions since the saturation level is limited by the total

level of ER and Ebg. On the other hand, the saturation level of the present technique is not

limited by the total intensity as shown in Figure 5.15 (a) though it is slightly affected by

an offset level, VO, caused by asymmetry of bidirectional integration. Therefore, the present

image sensor is capable of various measurement situations.

Figure 5.16 shows the reason why the saturation level decreases depending on an ambient

light intensity in the present demodulation technique. Ideally, the offset level, VO, is inde-

pendent of Ebg. However, it contains an offset factor caused by the gain variations, ∆Vgain,

as shown by Eq. ( 5.16). ∆Vgain is proportional to an ambient light intensity. Thus, the satu-

ration level of Vsig in Eq. ( 5.14) decreases because of the asymmetry offset of bidirectional

integration.
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Figure 5.17 Measurement results of color imaging with ambient light suppression.

5.5.2 Pixel-Level Color Imaging

We have demonstrated color imaging using the present image sensor and a modulated RGB

flash light as shown in Figure 5.17. The prototype flashlight projector has 8 red LEDs,

8 green LEDs and 16 blue LEDs, whose wavelengths are 630 nm, 520 nm and 470 nm,

respectively. The total power consumption is 474 mW. The flashlight and an ambient light

of a fluorescent lamp provide around 500 lux and 120 lux, respectively, on a target scene

at a distance of 30 cm from the sensor. Color image reconstruction requires the modulated

flashlight intensity, the flashlight distribution on a target scene, and the spectral-response

characteristics of the image sensor. In this measurement, we acquired the sensitivity of all

pixels for the prototype flashlight projector by using a white board. It provides calibration

parameters for non-uniformity of a modulated flashlight, spectral-response characteristics

and sensitivity variations from integration capacitance fluctuations. A target scene is shown

in Figure 5.17 (b), and a captured color image is shown in Figure 5.17 (c). It is reconstructed

from the sensor outputs of Figure 5.17 (d)–(f). It has color information corresponding to 64

× 64 × 3 pixels of a standard color imager since every pixel provides RGB colors.
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5.5.3 Application to Time-of-Flight Range Finding

Figure 5.18 (a) shows a system configuration of TOF range finding. A pulsed light is

reflected from a target object with a delay time of Td as shown in Figure 5.18 (b). The

delay, Td, resulting from a target distance, Lo, changes demodulation outputs, V1 and V2.

Two photocurrent integrators, Σ1 and Σ2, are used for the demodulation. The target distance,

Lo, is given by

Lo =
cTp

2

(
1 − V1

V1 + V2

)
, (5.20)

where c is a light velocity and Tp is a pulse width. From Eq. ( 5.20), the output voltages of

V1 and V2 are expected as shown Figure 5.18 (c).

Figure 5.19 shows measurement results of TOF range finding. The measurement setup

employs a 5-MHz pulsed laser beam for a spot projection since a field projection requires a

strong flashlight intensity and a higher photo sensitivity. The laser beam source has 10 mW

power and 665 nm wavelength. In the preliminary test, the present image sensor was operated

at 40 MHz, and the TOF range finding was performed under no ambient light. The measured

target range is between 60 cm and 120 cm from the sensor. The range offset is calibrated
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Figure 5.19 Measured Range Accuracy of Time-of-Flight Range Finding.

at 90 cm, which mainly results from a delay of the pulsed modulation. The measured range

error is within ±15 cm. A standard deviation of error is 7.3 cm. The preliminary test shows

the feasibility of TOF range finding using the present image sensor.

5.6 ID Beacon Detector for Augmented Reality System
In recent years, our real world becomes closely tied to a computer world due to wide use

of PDA and its network infrastructure. Then an augmented reality (AR) system becomes

important as an interface between the real world and the computer world. In the AR system,

the information of the computer world is attached to a view of the real world to support human

activities. Some methods have been proposed for such an AR system up to now. In a visual

tagging system [90], a 2-D barcode with ID is attached to a target object and captured by a

barcode reader. An AR system using RF-ID tags [91] also requires an ID reader. Therefore it

is difficult for these methods to get both the locations and IDs of some target objects. An AR

system using optical devices with an ID beacon, such as [92] and [93], is a possible solution

to the problem. It can get a scene image, locations and IDs of one or more target objects

simultaneously as shown in Figure 5.20. It, however, limits a carrier speed of ID beacon
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due to a standard image sensor of 30 fps. Its data rate using 15 Hz carrier is not enough

to identify a lot of moving objects. An AR system using a high-speed smart image sensor,

which is presented in [26], achieves 120 bit/ID·sec data rate using 4 kHz carrier and packet

transmission [94]. It corresponds to 8-bit ID detection in 15 fps. Yet it is not enough to

identify various objects in the real world.

We propose a smart image sensor which is capable of high-speed and low-intensity ID

beacon detection for a practical AR system. It employs a digital readout scheme and makes a

high-speed carrier of ID beacon available to receive huge amounts of ID information in real

time. In addition, a pixel circuit with a logarithmic-response photo detector and an adaptive

modulation amplifier allows a low-intensity ID beacon detection for both indoor and outdoor

applications. The adaptive sensing and high-speed readout schemes also contribute to an

asynchronous system among a sensor and ID beacons.
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5.7 Circuit Configurations of ID Beacon Detector

5.7.1 Pixel Circuit and Operation

Figure 5.21 shows a pixel circuit with an adaptive modulation amplifier and analog/digital

readout circuits. An incident light generates Vpd in logarithmic response to its intensity. The

logarithmic-response photo detector contributes to avoid a saturation problem for wide range

of background illumination and to keep asynchronous among a reset cycle and ID beacons.

The analog signal Vpd for 2-D image is read out by a source follower circuit via a column

line, value out . The log-response 2-D image is not high quality but enough and suitable for

an AR system to recognize what kind of objects in a nonuniform contrast scene.

On the other hand, Vpd is fed into an adaptive modulation amplifier. At the adaptive modu-

lation amplifier, the average level of Vavg is generated and subtracted from the original Vpd for

the low-intensity ID beacon detection in wide range of background illumination. The output

swing of Vmod is amplified again by a differential amplifier with the adaptive reference volt-

age of Vavg. At a code readout circuit with thresholding, Vpix of a non-selected pixel is set to a

low level. After a pixel is selected by S EL2, the voltage level of Vpix is decided by compared

with a bias voltage Vbn. A precharged line, code out, is changed in accordance with Vpix. A

column-parallel sense amplifier digitizes an ID-beacon signal of a selected pixel.
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Figure 5.22 Timing diagram of the pixel circuit.

Figure 5.22 shows a timing diagram of the pixel circuits. In an AR system using active

optical devices, an incident light can contain a beacon signal, Esig, as well as background

illumination, Ebg. We assume the background illumination is generally constant or low fre-

quency below 100 Hz. When an incident light has a beacon signal, the pixel circuits amplify

only the beacon signal and generate Vamp due to adaptive constant-illumination suppression.

The adaptive suppression requires the average level, Vavg, of Esig + Ebg. Therefore 1-bit data

of a target ID is coded using 2 cycles of carrier to keep 50% duty. That is, ‘01’ and ‘10’

represent ‘1’ and ‘0’, respectively. This coding is the same as [94] using a special image

sensor [26], which detects only a positive edge of an incident level.
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Figure 5.23 Analog/digital readout circuit.

5.7.2 Analog and Digital Readout Circuits

To utilize a high-speed ID-beacon carrier, a high-speed frame readout is required. Column-

parallel dynamic logics with a sense amplifier achieve high-speed sampling and digitization

of Vpix as shown in Figure 5.23. First, an output, code out, is set to high level by PRE. Then

the voltage level of code out is compared with Vre f and digitized by a sense amplifier at a

positive edge of S CK shortly after a pixel is selected by S EL2. Finally the results of digital

frame readout are transferred to output buffers by OCK and sent to an off-chip decoder every

32 bits within the next readout cycle. The readout clock cycle achieves 200 MHz in a circuit

simulation of a 128 × 128 prototype sensor. Supposing that the digital frame rate requires
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four times as the carrier speed to sample asynchronous beacon data without fault, it utilizes

a 100 kHz ID-beacon carrier. Figure 5.24 shows a timing diagram of the digital readout.

5.8 Design of 128 × 128 ID Beacon Detector

5.8.1 Sensor Configuration

The present sensor consists of a pixel array with an adaptive modulation amplifier, two row-

select decoders, source follower readout circuits with a column selector, column-parallel dy-

namic logics with a sense amplifier for digital readout, and a multiplexer with output buffers

as shown in Figure 5.25. In a pixel, a low-intensity incident light from ID beacon is ampli-

fied by logarithmic-response and adaptive constant-illumination suppression to realize high-

sensitivity beacon detection in wide range of background illumination. When the pixel is

selected, the amplified beacon signals are digitized by a column-parallel dynamic logic with

a sense amplifier and an in-pixel thresholding readout circuit. The digital readout scheme

achieves high-speed beacon sampling and low-intensity beacon detection by a compact cir-

cuit implementation. In addition, the digital beacon readout operates independently of analog

readout for 2-D image. A beacon decoder, an ADC for 2-D image, and a sensor controller in

Figure 5.25 are implemented in an FPGA, not integrated in the present prototype sensor.



Chapter 5 Extension of Demodulation Sensing 130

dynamic logics with sense amp.

output buffers

pixel array

pixels with adaptive amp.
high-speed digital readout
standard analog readout

MUX

source follower readout circuits
analog out

ADC
(off-chip)

decoder
(off-chip)

digital out

digital output

analog output

column-select address decoder

ro
w

-s
el

ec
t d

ec
od

er
 (

fo
r 

an
al

og
)

ro
w

-s
el

ec
t d

ec
od

er
 (

fo
r 

di
gi

ta
l)

se
ns

or
 c

on
tr

ol
le

r 
(o

ff-
ch

ip
)

au
gm

en
te

d 
re

al
ity

 im
ag

e

Figure 5.25 Block diagram of the smart image sensor.

5.8.2 Chip Implementation

We designed and fabricated a smart sensor using the present pixel circuit in a 0.35 µm

CMOS process. Figure 5.26 shows a microphotograph of the smart image sensor. It has

a 128 × 128 pixel array with independent analog/digital readout circuits. The pixel circuit

occupies 26.0 µm × 26.0 µm with 13.4% fill factor. The pixel layout is also shown in Figure

5.26. The photo diode is formed by an n+-diffusion in a p-substrate. The in-pixel capacitance

of C0 in Figure 5.21 is 200 fF. The parameters of the fabricated sensor are summarized in

Table 5.2. The power dissipation is 682 mW at a speed of 40MHz and a power supply of

4.2 V. The pixel circuits are more suitable for a high pixel resolution than the conventional

special smart sensor [26] since the pixel size is about 1/4 of [26].
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Figure 5.26 Chip microphotograph and pixel layout.

Table 5.2 Parameters of the beacon detector.
Process 2P3M 0.35 µm CMOS process
Chip size 4.9 mm × 4.9 mm
# pixels 128 × 128 pixels
Pixel size 26.0 µm × 26.0 µm
Fill factor 13.4 %
Power Dissipation 682 mW (@40MHz, 4.2V)

5.9 System Setup for Augmented Reality

5.9.1 System Configuration

Figure 5.27 shows a measurement system of the fabricated sensor. It consists of the smart

sensor with a lens, an external ADC, an FPGA and a host computer. The FPGA operates 40

MHz, which employs sensor control, ID decode and data transmission. A red LED of 620

nm wavelength is used for a target ID beacon. Figure 5.28 shows measured waveforms of

Vpd, Vmod and Vamp in Figure 5.21 when a beacon carrier speed is 40 kHz. Our pixel circuits

amplify Vpd adaptively and generate Vamp for digital readout.
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Figure 5.28 Measured waveforms.

5.9.2 Beacon Protocol

Figure 5.29 shows a coding method and a packet format in the ID beacon detection system.

The present ID beacon detector requires a 50 % duty ratio of a beacon signal for ambient

light suppression, therefore we applied Manchester encoding to the packet format. That is,

a beacon source transfers ‘01’ and ‘10’ to a smart image sensor as the ID signal of ‘1’ and

‘0’, respectively. Furthermore, a smart image sensor acquires a 40 kHz beacon carrier at a

sampling frequency of 80 kHz. On this condition, a smart image sensor performs a high-
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Figure 5.29 Coding method and packet format.

speed digital frame access of 80,000 frames/s. The conventional augmented reality system

using a special smart sensor [94] also uses the Manchester encoding since the special smart

sensor [26] detects only a rising edge of a beacon signal. Therefore, the present smart image

sensor and system are also capable of asynchronous communication in the same way as [94].

In the present system, a packet consists of 4 bits for header information, 16 bits for data, and

2 bits for footer information as shown in Figure 5.29. For performance comparison, we use

the same packet format and 3 packets/frame transmission as [94]. In the present system, a

packet transmission and a scene image capture are asynchronously carried out.



Chapter 5 Extension of Demodulation Sensing 134

Captured 2-D ImageCaptured 2-D Image

Acquired Location of BeaconAcquired Location of Beacon

ID and Additional Info.ID and Additional Info.
from ID beacon

Camera ModuleCamera Module[1032: StarWars R2-D2][1032: StarWars R2-D2]

Figure 5.30 Reproduced image with ID information.

5.10 Measurement Results of ID Beacon Detector

5.10.1 Frame Rate with ID-Beacon Detection

The present smart image sensor has two frame rates of analog and digital readout as men-

tioned previously. The analog frame rate is 30 fps in the measurement system, which is

limited by an external ADC. It is enough for a real-time AR system. If the pixel resolution

becomes higher, it will require a high-speed ADC or a column-parallel ADC to keep 30 fps

of 2-D image capture. The digital frame rate should be adapted to ID-beacon carrier. There-

fore we set the frame rate to four times as the carrier speed in order to sample an ID beacon

without fault. In the measurement system, an ID beacon using 40 kHz carrier was success-

fully sampled. We applied packet transmission to the measurement system for asynchronous

ID-beacon sampling. A packet consists of 4-bit header, 16-bit coded data and 2-bit footer to

transfer 8-bit data for ID. In addition, a packet sequence of ID beacon is repeated 3 times in

one frame of AR images. This packet protocol is based on [94]. In this situation, the data

bandwidth is 4850 bit/ID·sec, which provides 160-bit data for each target ID in 30 fps. The

proposed scheme has more potential of high-speed sampling since it is limited by the sensor

control speed by an FPGA and the photo sensitivity of a standard digital CMOS process.

Figure 5.30 shows a reproduced image with ID information from a blinking LED. It has

additional information of the target object as well as its ID number due to large capacity of

bandwidth.
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Figure 5.31 Sensitivity and dynamic range of ID beacon detection.

5.10.2 Sensitivity and Dynamic Range

Figure 5.31 shows the sensitivity and dynamic range of ID-beacon detection. The pixel

circuit can detect a low-intensity incident swing of ID beacon in wide range of background

illumination. The minimum detectable intensity of ID beacon is measured using TEGs of a

pixel circuit. To evaluate the sensitivity of the photo detection, the ID-beacon intensity and

the background intensity are normalized by the photo current, Ipd, of each incident light. The

illuminance corresponding to the background photo current is shown in Figure 5.31 (in the

upper axis) for reference. We define 10 log Esig/Ebg as SBR (Signal-to-Background Ratio),

which stands for the sensitivity of beacon detection. High sensitivity below -10.0 dB SBR is

achieved in wide range of 40 dB background illumination.

5.10.3 Performance Comparison

The performance comparison is summarized in Table 5.3. The AR system using a 30-

fps CCD imager provides 0.2 AR images/s with 16 IDs/frame [93]. Even the state-of-the-

art high-speed CMOS imager [29], which achieves 10k fps imaging, utilizes only 2.5 kHz

beacon carrier. The AR system [94] using a special image sensor [26] allows 4 kHz beacon
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Table 5.3 Performance comparison.

# pixels pixel size carrier bit rate ID info. size frame rate
Standard CCD Imager [93] N/A N/A 15 Hz 6 bit/ID·sec 4 bit/ID·frame 0.2 fps
High-Speed CMOS Imager [29] 352 × 288 9.4 × 9.4 µm2 (1) 5 kHz N/A N/A N/A
ID Cam with Smart Sensor [94] 192 × 124 46.4 × 54.0 µm2 (2) 4 kHz 120 bit/ID·sec 8 bit/ID·frame 15 fps
Present Smart Sensor 128 × 128 26.0 × 26.0 µm2 (2) 40 kHz 4850 bit/ID·sec 160 bit/ID·frame 30 fps

carrier. It, however, has the capability to recognize only 8-bit IDs/frame in 15 fps. The

present smart sensor utilizes 40 kHz carrier and recognizes 160-bit IDs/frame in 30 fps in

the same situation. The large capacity of bandwidth has a potential to attach additional and

meaningful information to an AR image from the target objects.

5.11 Summary
We have presented a pixel-level color image sensor with efficient ambient light suppression.

Bidirectional photocurrent integrators realize pixel-level demodulation of a modulated RGB

flashlight with suppressing an ambient light at short intervals during an exposure period.

Therefore, it avoids saturation from ambient illumination to realize the applicability to non-

ideal illumination conditions. Every pixel provides color information without false color and

intensity loss of color filters. We have demonstrated the efficient ambient light suppression

and the pixel-level color imaging using a 64 × 64 prototype image sensor. Moreover, TOF

range finding with ±15 cm range accuracy has been performed to show the feasibility of

depth-key object extraction. The measurement results show that the present sensing scheme

and circuit implementation realize the support capability of innate color capture and object

extraction for image recognition in various measurement situations.

Furthermore, we have presented a low-intensity beacon detector for augmented reality sys-

tems. A 128 × 128 prototype beacon detector achieves 30-fps scene capture, 4850 bit/ID·sec

using 40 kHz carrier, and less than -10.0 dB signal-to-background ratio (SBR) in more than

40 dB background illumination for a high-speed and robust AR system with active optical

devices. It enables to get a scene image, locations, IDs and additional information of multiple

target objects simultaneously in real time. These features realize a robust augmented reality

system in various scene conditions.

(1)The sensor is fabricated using a 0.18 µm process.
(2)The sensors are fabricated using a 0.35 µm process.



Chapter 6

Digital Associative Engine for Hamming

Distance Search

6.1 Introduction
This chapter proposes a high-speed digital associative engine based on Hamming distance.

An associative engine efficiently realizes data compression, pattern recognition, multi-media

and intelligent processing, which require huge amounts of memory access and data pro-

cessing time. Content addressable memories (CAMs) have been developed to reduce them

as reported in [62]–[66], however they are capable of detecting only complete match data.

Therefore, some associative memories have been proposed for quick nearest match detec-

tion [67]–[72]. These associative memories employing analog circuit techniques attain quick

nearest match detection with compact circuit implementations. On the other hand, they have

difficulties to operate with faultless precision in a deep sub-micron (DSM) process and a low

voltage supply. Moreover, the feasible capacity is limited by the analog operation. Therefore,

they are not suitable for a large data capacity and a system-on-chip VLSI in DSM process

technologies. An associative engine is also efficient for high-speed 3-D data processing, thus

a high-speed and scalable associative engine is desired for the 3-D image capture.

The proposed associative engine has three principal advantages as follows.

1. The first advantage is high-speed search in a large database due to a hierarchical search

architecture. The search time of our method is limited by O(
√

N) or O(log M) at N-bit

M-word data capacity. In addition, it has no limitation of the number of data patterns

M, the bit length N and the search distance theoretically.

2. The second advantage is a capability of a low-voltage operation in DSM. The circuit

implementation has tolerance for device fluctuations in DSM and allows a low-voltage

137
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operation under 1.0V, which is difficult for the conventional analog approaches.

3. The third advantage is additional functions for associative processing. The syn-

chronous search logic embedded in a memory cell provides data addresses with the

exact Hamming or Manhattan distance in order of the distance. Therefore it realizes

high-speed data sorting in addition to nearest match detection for the conventional use.

We have designed a 64-bit 32-word associative engine using a 1P5M 0.18 µm CMOS

process and successfully demonstrated the high-speed distance estimation and the low-

voltage operation with faultless precision.

Section 6.2 introduces a concept of the proposed digital associative computation. Section

6.3 proposes circuit configurations and operations of the digital associative engine. Section

6.4 shows design of the digital associative engine with 64 bit × 32 word memories. In Sec-

tion 6.5, measurement results and potential capability are discussed. Finally, Section 6.6

summarizes this chapter.

6.2 Concept of Digital Hamming Distance Search

6.2.1 Basic Search Operation

We propose a logic-in-memory architecture using a search signal propagation via chained

search circuits in word parallel. Figure 6.1 shows the basic operation of Hamming-distance

(HD) estimation without hierarchical search. The operation includes a data comparison, a

search signal propagation and a mismatch masking. First the input data string (Data A) is

compared with each template data (Data B) using an XOR gate in bit parallel. In Figure

6.1, a match/mismatch bit provides 1/0 as the XOR result, respectively. Then search signals

(SS) are injected to each LSB of the template data. A search circuit embedded in a memory

cell leads the search signals to pass through a match bit and to stop at the first-encountered

mismatch bit. Therefore the complete match data (i.e. HD = 0) are detected in the first

clock period since the search signal is provided from the MSB. In the next clock period, the

first-encountered mismatch bit is masked simultaneously in each word and the search signals

restart propagating to the next mismatch bit. Thus, the data of HD = 1 are detected. After

this manner, the data of HD = n are detected in the n-th clock period as shown in Figure 6.1.

The search operation can detect not only the nearest match data but also all data in the sorted

order of Hamming distance in synchronization with the clock cycle.
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Figure 6.1 Basic Hamming distance search operation without hierarchical structure.

6.2.2 Word-Parallel and Hierarchical Search Structure

The basic search time is limited by the search signal propagation via chained search cir-

cuits. Thus it is linearly-related to the data length due to a ripple-mode search structure.

Figure 6.2 shows a hierarchical structure of the search signal propagation for high-speed

Hamming-distance estimation in a large input number. The template data are divided into

some blocks. Search signals (SS) are injected to all blocks simultaneously. The search path

is connected to a hierarchical node (HN), which provides permission signals (PS) to the next

block and hierarchical node. The permission signal makes a mismatch bit maskable.

Figure 6.3 shows an operation diagram of the word-parallel and hierarchical search in

a case of HD = 2. At the first clock period, the search signals injected to all blocks start

propagating through match bits in each block in the same way of the basic operation. Some

propagations are interrupted at the first-encountered mismatch bit in each block. The others

pass to the hierarchical nodes, and update the permission signals for the next block and

hierarchical node as shown by the clock period 0 in Figure 6.3. In this period, the data

of HD = 0 are detected since the search signal has no interruption and it is provided from

the last hierarchical node. At the next clock period, only one mismatch bit in each word is

masked, which interrupts the search signal propagation and receives a permission signal from

the previous hierarchical node. The search signal restarts from the masked bit and updates

permission signals again. Note that the Hamming distance of the data is represented by the

operated clock cycles at the time of detecting the search signal from the last hierarchical
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node. For example, the data of HD = 2 are detected in the clock period 2 as shown in Figure

6.3. In the present architecture, the critical path is the search signal path of one block and the

hierarchical bypass line. The search time has similar characteristics of a carry-bypass adder

so that it is applicable to a large database.

6.2.3 Manhattan-Distance Evaluation Using Thermometer Encoding

All associative memories with Hamming-distance estimation can deal with Manhattan-

distance estimation using thermometer encoding as reported in [71]. Figure 6.4 shows an

example of the thermometer encoding. A 3-bit binary code can be translated to a 7-bit ther-

mometer code. In general, k bit binary data are translated to 2k − 1 bit data using the ther-

mometer encoding. The present architecture also estimates Manhattan distance between Data

A and Data B in the same way of Hamming-distance estimation as shown in Figure 6.4. The

hardware reusability for a wide variety of applications is important as an associative engine.

A larger data capacity is necessary for the thermometer encoding than the normal binary

encoding. However fully parallel Manhattan-distance estimation using the normal binary

encoding requires complicated circuits in a memory cell for absolute difference calculation.

Therefore the needful hardware area using the present architecture and the thermometer en-

coding can be smaller in many practical cases.
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6.3 Circuit Configuration

6.3.1 Logic-in-Memory Search Circuit

Figure 6.5 and Figure 6.6 show a schematic and a timing diagram of the associative

memory cell implemented by static circuits. It is composed of a SRAM cell, an XOR/XNOR

circuit for comparison with the input data, and a search circuit for signal propagation and

masking. Even-numbered and odd-numbered search circuits are complementary in order to

reduce the critical path and the circuit area. All search paths are swept by setting the search

signal (SS) to 0. Then all mask registers are initialized before the search operation starts. In

a match bit, the search signal passes to the next bit since the comparison result (M) is true.

In a mismatch bit, the search signal stops and waits for the next clock (φ). A false result

of M is masked by the next clock and the search signal restarts from the masked cell where

both the search signal (SS) and the permission signal (PS) are true. Therefore all data are

detected in order of Hamming or Manhattan distance (D) in word parallel as shown in Figure

6.6. In the circuit implementation, a permission signal is also used for a search signal from

a hierarchical node to the next hierarchical node. The static circuit implementation realizes

a low-voltage operation and high tolerance for device fluctuations though it occupies a large

circuit area.
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Figure 6.6 Timing diagram of search circuit.

Figure 6.7 shows another implementation using dynamic circuits to save a search circuit

area for a large capacity. All search circuits are precharged by φ1 before the search operation.

A mismatch bit is masked by φ2 in the same way of the static circuit implementation. The

dynamic circuit implementation realizes a small cell area and a large data capacity, however

it has less tolerance for power supply noise, cross-talk noise and leakage current especially

in a low-voltage operation. Therefore the static circuit implementation is better for SoC

applications in DSM process technologies if the area constraint is satisfied.

6.3.2 Priority Address Encoder

Figure 6.8 (a) shows a detected data selector, which masks a search output in order to

acquire another data of the same distance continuously. The detected data address is acquired

by the next priority encoder stage as shown in Figure 6.8 (b). It consists of a priority decision

circuit and an address encoder. The detected data selector masks a search output (SO) by the

priority decision output (PO). The binary-tree priority encoder realizes a small area and quick

address encoding with O(log M) delay time for M-word capacity.
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6.4 Chip Implementation
We have designed and fabricated a 64-bit 32-word associative engine using the present ar-

chitecture and the static circuit implementation in a 1P5M 0.18 µm CMOS process. Figure

6.9 illustrates a block diagram of the associative engine and Figure 6.10 shows the chip mi-

crophotograph. The associative engine is composed of a 64-bit 32-word associative memory

array, a memory read/write circuit with data buffers, a word address decoder, and a 32-input

priority encoder with detected data selectors. A two-stage hierarchical structure is imple-

mented as shown in Figure 6.9 (b). A hierarchical node is realized by a 2-input AND gate.

In the 2-stage hierarchical structure, the number of hierarchical nodes on each propagation

path is different. Therefore the number of blocks and each bit length need to be optimized
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Figure 6.10 Chip microphotograph.

for the minimum critical path. We have also designed a 64-bit 2-word associative memory

using the dynamic circuit implementation for feasibility and performance evaluation.

6.5 Measurement Results and Discussions

6.5.1 Function Tests

Figure 6.11 shows functional test results of Hamming-distance estimation using the fabri-

cated associative engine. 64-word temporary data are randomly generated and stored in the

memories. The search circuits provide an output signal for the first time in the clock period

23. That is the detected data has 23-bit Hamming distance from the input data. The search

operation is interrupted and the detected output is masked in order to acquire another data of

the same distance. The search operation starts again in case of no remaining data of the same

distance. Therefore the associative engine can provide a couple of data in the same search

clock period. For example, 2 data of HD = 24 are detected as shown by the clock period

24 in Figure 6.11 The associative engine has a capability of Manhattan-distance estimation
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Figure 6.11 Functional test results of Hamming-distance estimation.

using thermometer encoding in the same way as shown in Figure 6.12. A 3-bit binary code

is encoded to a 7-bit thermometer code. Each word has nine 7-bit thermometer codes (i.e.

63-bit data). In the functional test of Manhattan-distance estimation, the nearest match is

detected at the first time. In the clock period 8, the 12th word with 8-bit Manhattan distance

is detected as the nearest match. And then the 2nd and 3rd match data are also detected in

order.

The present associative engine provides not only the detected data address but also the

Hamming or Manhattan distance. Moreover the distance estimation is strictly exact regard-

less of the bit length, the number of words, and the distance between each data. These features

are important for high scalability of data capacity and high reliability for distance estimation,

which has not been achieved by the conventional fully parallel architectures based on analog

techniques [67]–[72].

6.5.2 Area and Capacity

The designed 64-bit 32-word associative engine occupies 475 µm × 1160 µm (0.55 mm2).

The area of a memory macro cell with a static search circuit is 9.6 µm × 13.6 µm (130.56 µm2)
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as shown in Figure 6.13 (a). In the static circuit implementation using a 0.18 µm process,

the cell area is 6 times and 3 times as large as a 6T SRAM cell and a complete-match CAM

cell, respectively. Figure 6.13 (b) shows a layout of the dynamic circuit implementation.

It occupies 7.2 µm × 8.8µm (63.36 µm2). In this case, the cell area is 3 times and 2 times

as large as a 6T SRAM cell and a complete-match CAM cell. The number of transistors in

the present memory cell is larger than the conventional analog approaches [67]–[72]. The

analog approaches are, however, difficult to follow the device scaling especially in a DSM

process with the high performance and marginal capacity. The present approach can follow

the device scaling and operate in a low supply voltage because of synchronous digital search

logics embedded in memories. Besides, it has no limitation of capacity and search distance.
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Figure 6.14 Measured waveforms of the search signal propagation.

Therefore the associative engine has more potential for a practical use and a large capacity

than the conventional designs.

6.5.3 Operation Speed

Figure 6.14 shows measured waveforms using an electron beam probe at room tempera-

ture. It shows a delay time of the critical path from the search clock (CLK) to a search output

(SOi). The delay time for distance search in 64-bit data length is 2.18 ns in the worst case.

The operation speed of the fabricated associative engine is 411.5 MHz and 40.0 MHz at 1.8V

and 0.75V, respectively. Figure 6.15 shows measurement results of the operation speed in

a 0.75V-to-1.8V power supply. The search time depends on the distance in a case that the

target application requires only the nearest match data. For example, the nearest match de-

tection is completed in 41.3 ns at 16-bit Hamming distance. The operation speed is higher

than the conventional analog approaches. The worst-case operation requires 65 clock periods

in a case that the nearest match data has the maximum distance of 64 bit. Therefore it takes

158.0 ns in the worst case.

Figure 6.16 shows the relation between a search cycle time and data capacity. The search

time is limited by the search signal propagation or the priority encoding. The search signal

propagation takes O(
√

N) at N-bit length due to a two-stage hierarchical structure. On the

other hand, the priority encoding takes O(log M) at M-word length due to a binary-tree struc-

ture. Therefore the present architecture keeps a high speed operation in a large database as
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Table 6.1 Specifications of the digital associative engine.
Process 1P5M 0.18 µm CMOS process
Power Voltage Supply 0.7 V – 1.8 V
Organization 64 bit × 32 word memory cells

32-input priority encoder
Functions Nearest match detection

Distance ordering
Module Size 475 µm × 1160 µm (0.55 mm2)
Num. of Transistors 88.5k transistors
Memory Cell Size 9.6 µm × 13.6 µm (130.56 µm2)

7.2 µm × 8.8 µm (63.36 µm2) (1)

Search Time Order O(
√

N) (@ N-bit capacity)
Encoding Time Order O(log M) (@ M-word capacity)
Operation Speed 411.5 MHz (@ 1.8V, measured)

454.5 MHz (@ 1.8V, simulated)
40.0 MHz (@ 0.75V, measured)
41.4 MHz (@ 0.75V, simulated)

Worst-Case Search Time 158.0 ns (0-bit to 64-bit distance)
Power Dissipation 51.3 mW (@ 1.8V, 400MHz)

1.18 mW (@ 0.75V, 40MHz)

shown in Figure 6.16. The distance estimation has no limitation of data capacity as men-

tioned above.

6.5.4 Power Dissipation

The power dissipation of the associative engine is less than 51.3 mW at a supply voltage

of 1.8V and an operation speed of 400 MHz. In a low-voltage operation, it is 1.18 mW at

a supply voltage of 0.75V and an operation speed of 40 MHz. The search accuracy of the

conventional analog approach is unstable and sometimes senseless in a low-voltage opera-

tion. The present search results are strictly exact regardless of a power supply voltage. The

specifications of the digital associative engine are summarized in Table 6.1.

6.6 Summary
We have proposed a new concept and circuit implementation for a high-speed and low-

voltage associative engine with exact Hamming distance search. It achieves no limitation

of data capacity and keeps a high speed operation in a large database due to a hierarchical

search architecture and a synchronous search logic embedded in a memory cell. The circuit

(1)Designed using dynamic circuit implementation as shown in Figure 6.7
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implementation realizes high tolerance for device fluctuations in DSM process technologies

and a low-voltage operation under 1.0V. The associative engine provides the exact distance of

the detected data, so it has the capability of data sorting in order of Hamming distance as well

as traditional nearest match detection. A 64-bit 32-word associative engine has been designed

using a 1P5M 0.18 µm CMOS process and successfully tested. It achieves an operation speed

of 411.5 HHz at a supply voltage of 1.8 V, and also attains a low-voltage operation of 40 HHz

at a supply voltage of 0.75 V.



Chapter 7

Scalable Multi-Chip Architecture Using

Digital Associative Engines

7.1 Introduction
This chapter proposes a scalable multi-chip architecture using the digital associative en-

gine which is presented in Chapter 6. High capacity scalability is important for the associa-

tive memories since the required database capacity depends on the various applications. A

multi-chip structure is most efficient for the capacity scalability as well as the standard mem-

ories. In the complete match detection such as [62]–[66], all the detected data are the correct

results because they are exactly the same as the input. Therefore, the complete match data

can be compiled without additional comparison among the detected data even in a multi-chip

structure. On the other hand, in the conventional nearest match associative memories [67]–

[72], each module provides just the local nearest data since the search operation is executed

independently of each other module. Thus, the global nearest detection requires additional

memory access and distance calculation because the exact Hamming distance is not provided

by the local nearest match detection. Furthermore, it requires an inter-chip distance com-

parison among all the local nearest data. These features make it difficult for [67]–[72] to

attain high capacity scalability by a multi-chip structure. The digital implementations have a

potential capacity scalability by a multi-chip structure. [74] reports an 8-chip structure with

extra winner-take-all (WTA) processors. It requires extra 4th, 5th and more pipelined WTA

processors on each chip in order to build up a larger database capacity. On the other hand, a

fully word-parallel architecture, such as [95] and the associative engine proposed in Chapter

6, is more efficient for high-speed associative processing than [74].

The proposed scalable multi-chip architecture employs the proposed fully word-parallel

associative memories, and achieves a high capacity scalability. It is simply realized by extra

153
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Figure 7.1 Operation diagram of a fully digital and word-parallel associative memory

register buffers and an inter-chip pipelined priority decision (PPD) circuit. All the chips are

composed of the same circuit configuration, and hierarchically connected via a PPD node

embedded in a chip. The present architecture and circuit implementation achieve fully chip-

and word-parallel Hamming distance search with no throughput decrease, additional clock

latency of O(log P), and inter-chip wires of O(P) in a case of a P-chip structure.

Section 7.2 reviews the basic architecture of the fully word-parallel associative engine, and

presents a concept of the scalable multi-chip architecture. Section 7.3 shows circuit con-

figurations and operations. Section 7.4 describes a module generator for various capacities

to extend the capacity scalability in the design phase. Section 7.5 discusses performance

evaluation based on post-layout simulations. Finally, Section 7.6 summarizes this chapter.

7.2 Concept of Scalable Multi-Chip Architecture

7.2.1 Performance Characteristics of Digital Associative Engine

The digital associative engine which is presented in Chapter 6 searches for the nearest

match data in word parallel as shown in Figure 7.1. First, the input (Din) is compared with

all template data (D0,D1, ...DM) by using an XOR/XNOR circuit embedded in a memory

cell. Next, the number of mismatch bits is counted by a search signal propagation via hier-

archically chained search circuits in word parallel. The search circuit is also embedded in

a memory cell and controls the search signal propagation based on the comparison results
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(Din ⊕ DM). A mismatch bit is masked in every word, and then the next mismatch bit is

detected by a search signal propagation during a search clock period. The mask and search

operations are carried out during a search clock period regardless of where a mismatch bit

exists. Therefore the nearest match data are detected faster than the others, and the 2nd and

3rd nearest data are also detected in order of the distance. The associative processing archi-

tecture is capable of exact Hamming-distance search for all the template data in the distance

order. Finally, the detected address is provided by a priority address encoder.

The search cycle time is linearly proportional to the bit length in a serial search path struc-

ture. It becomes a bottleneck of the associative processing, hence a hierarchical search struc-

ture is implemented for the search signal paths as presented in Section 6.2. The search cy-

cle time is limited by O(
√

N) at an N-bit length database due to the two-stage hierarchical

structure. Search results are transferred to a priority address encoder to acquire the address

output during the next search operation. The priority address encoder is implemented using a

binary-tree structure, hence the address encoding time is limited by O(log M) at an M-word

database. The search cycle time (Tc), which determines the search throughput, is given by

Tc = max(T1, T2), (7.1)

T1 ∝ O(
√

N), (7.2)

T2 ∝ O(log M), (7.3)

where T1 is a search propagation time and T2 is a priority address encoding time. N and M

are the bit length and the number of words, respectively. The total search time (Ts) is given

by

Ts = Tc × (D + 1), , (7.4)

where D is Hamming distance between the input and the detected data.

7.2.2 Multi-Chip Structures

Figure 7.2 shows possible multi-chip structures of the present associative memory. Figure

7.2 (a) shows a bus structure with a scan controller, which has the high capacity scalability

and flexibility. It is, however, difficult to attain a high-speed search operation since the scan

controller sequentially searches all the chips for a detected address during a search clock

period. Figure 7.2 (b) shows a star structure with a winner-take-all (WTA) processor. The

WTA processor simultaneously collects all the detected addresses. It is capable of acquiring
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Figure 7.2 Possible multi-chip structures: (a) a bus structure with a scan controller, (b) a star structure

with a WTA processor, (c) the present hierarchical structure.

a detected address during a search clock period. On the other hand, it requires a special WTA

processor according to the number of chips. The address signal wires increase in proportion

to O(P × log P) in a case of a P-chip structure, and all the output signals concentrate on the

same WTA processor chip. It becomes a potential problem on the capacity scalability and

flexibility.

We propose a hierarchical structure using an inter-chip pipelined priority decision (PPD)

circuit as shown in Figure 7.2 (c). In the present architecture, an associative memory chip

interacts with each other using a completion signal (Dcmp) via a hierarchical PPD node em-
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Table 7.1 Comparison among multi-chip structures.

bus structure star structure hierarchical structure
16 chips 64 chips 16 chips 64 chips 16 chips 64 chips

Num. of wires 12 16 208 1088 60 + 12 ∗ 252 + 16 ∗
Total wire length 180.0 1008.0 311.5 3311.3 65.0 + 180.0 ∗ 272.3 + 1008.0 ∗
Search clock latency 16 64 1 1 7 11
Throughput 1/16 1/64 1 (lossless) 1 (lossless) 1 (lossless) 1 (lossless)

∗ A hierarchical tree network and address output buses, respectively.

bedded in a chip. A completion signal (Dcmp) represents whether any data are detected in

a chip or not, which is provided by intra-chip priority decision results (POm). The inter-

chip PPD circuit determines whether any chip contains a detected address and which chip is

given priority for providing a search result. Therefore, a search result can be autonomously

provided from the associative memory chip with priority. A long signal wire between chips

limits the search operation speed. The present multi-chip structure, however, realizes a two-

dimensional chip array with a tree network by short signal wires as shown in Figure 7.3 since

a chip is adjacently connected by peer-to-peer interaction with four chips at a maximum.

Therefore, it requires short signal wires of O(P) for an inter-chip PPD circuit and output bus

wires of O(log P). The present multi-chip architecture enables fully chip- and word-parallel

Hamming distance search with no throughput decrease, additional clock latency of O(log P),

and inter-chip wires of O(P) for a configuration of P chips. Table 7.1 shows comparison

among the multi-chip structures at a capacity of 256 bit × 256 word per chip. In the compar-
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ison, CAM chips are placed in a two-dimensional array, and they are connected by straight

wires as shown in Figure 7.3. The wire length is normalized by a pitch of the chip array. In

a star structure, we assume that an additional WTA host processor compiles all the detected

addresses from CAM chips and searches them in a single search clock.

7.3 Circuit Realization and Operation

7.3.1 Hierarchical Inter-Chip Connections

Figure 7.4 shows a hierarchical multi-chip structure using a binary-tree pipelined priority

decision (PPD) circuit. All CAM chips are hierarchically connected via PPD nodes as shown

in Figure 7.4 (a). A CAM chip that detects data of HD = D during the D-th clock period

provides an activation signal (Actp) to a PPD node. The activation signal is generated by

an intra-chip completion signal (Dcmp). The hierarchical PPD nodes transfer the activation

signals to the next stage while it determines which one is a priority result. Finally, they return
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the priority decision results (MPOp) to the CAM chips. The priority decision is carried out

in the pipeline. Therefore, it requires additional latency of Lc clock cycles, which is given by

Lc = 2 × log2 P − 1, (7.5)

where P is the number of chips in the multi-chip structure. For example, the pipelined priority

decision with eight CAM chips is completed in five clocks as shown by clock period numbers

in Figure 7.4 (a).

The number of hierarchical PPD nodes (Nppd) is given by

Nppd = P − 1, (7.6)

due to a binary-tree structure. Therefore each PPD node can be efficiently embedded in a

CAM chip as shown in Figure 7.4 (b). All CAM chips are implemented by the same circuit

configuration. This feature enables a multi-chip structure without any additional processor

chip. In the multi-chip structure, one PPD node always remains as shown by CAM#0 in

Figure 7.4 (b). The remaining PPD node is used for extension of the capacity, hence it

attains the high capacity scalability by the flexible number of chips.

7.3.2 Extended Associative Memory Configuration

Figure 7.5 shows a block diagram of an associative memory chip extended for the multi-

chip structure. It requires two-input multiplexers and shift registers in addition to the single-

chip circuit configuration presented in Section 6.4. An associative memory chip provides an

activation signal (Actp) to a PPD node in a case that it detects a search output (S Om). In the

chip- and word-parallel Hamming distance search, some data of the same Hamming distance

can be simultaneously detected ranging over all chips. Therefore, the inter-chip PPD circuit

determines which chip is given priority over the other activated chips. An activated chip that

receives the priority from the inter-chip PPD circuit provides the detected address and the chip

ID as a search result. After the priority word is masked, the other detected words are evaluated

again by the intra- and inter-chip priority decision circuits. In this case, all the search signal

propagations are interrupted. And then, the search results (S Om), which are temporarily

buffered by shift registers, are provided to the intra-chip priority encoder again. The search

signal propagations start again after all the detected addresses are processed since the priority

decision circuit becomes available for the next search results. MCOp is a completion signal

of the inter-chip PPD circuit. The number of shift registers (Nreg) is a logarithmic order of
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Figure 7.5 Block diagram of associative memory for multi-chip configuration.

the number of chips as follows:

Nreg = 2 × log P − 1, (7.7)

since it is determined by the additional clock latency resulting from a hierarchical PPD cir-

cuit.

7.3.3 Pipelined Priority Decision Circuit

The intra-chip priority decision is carried out by a binary-tree priority address encoder as

presented in Section 6.3. It consists of a priority decision circuit and an address encoder

as shown in Figure 7.6 (a). An inter-chip PPD circuit is designed based on the binary-tree

priority decision circuit. A PPD node consists of a priority decision cell, an ID decoder, and

register buffers. A priority decision cell has three inputs (Pin) and three outputs (Pout) in a

similar configuration to the intra-chip priority decision circuit as shown in Figure 7.6 (a) and

(b). In the intra-chip priority decision circuit, an input of Pina is also used for a return path
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Figure 7.7 Timing diagram of PPD circuit for 8 chips.

from the upper hierarchical level. On the other hand, the inter-chip priority decision circuit

loses the original input of Pina since the operations are pipelined. Therefore, an input of Pina

is buffered by shift registers in each PPD node. The shift registers are prepared according to

the maximum number of chips. The number of buffer stages is set by the chip ID since the

return path length is different for the hierarchical levels. Figure 7.7 shows a timing diagram

of the inter-chip PPD circuit. The number of buffer stages can be determined by the least true

bit of a chip ID because of a binary-tree structure. An inter-chip completion signal, MCOp,

is acquired by Poutc of the top node, for example, Poutc of CAM#4 in a multi-chip structure

with eight chips. The completion signal is provided to each chip along a return path.

7.4 Module Generator for Various Capacities
We have developed a module generator for various capacities of the present associative

memories. A required capacity of associative memories is different for various applications.

Therefore a module generator which automatically provides an optimized structure with any

database capacity is also important for the high capacity scalability. The present architecture
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Figure 7.8 Module generator functions.

of fully chip- and word-parallel Hamming-distance estimation has the simplicity, regularity,

and flexibility in structure. Therefore an associative memory module with variable capacities

can be designed using a common macro cell library which includes a memory cell with a

search circuit, a part of an address decoder, a sense amplifier, a word mask circuit, a shift

register and so on. Figure 7.8 shows the module generator functions. The module generator

partially employs Synopsys HSPICE, Cadence Dracula LPE and Virtuoso. The inputs are

hard macro cells and a specification file including their cell sizes and pin locations. First, the

library cells are extracted to SPICE netlists by using Dracula LPE, and then the cell perfor-

mances are characterized by using HSPICE. The characterization can be skipped in a case

that the module generator has already characterized the library cells. The delay of a hierar-

chical search node is especially estimated with various fan-outs since the fan-out increases

in proportion to the bit length of the next block. Then, the module generator divides the

database into hierarchical blocks based on the capacity requirements and the characterization

results. A hierarchical structure that provides the minimum search path is generated by sim-

ulated annealing. Finally, the library cells are arranged, and the module generator provides

a layout script file for Virtuoso. An inter-chip PPD node and additional shift registers are

automatically added to the associative memory module according to the specified number of
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Figure 7.10 Examples of module generation: (a) 128-bit 256-word module for a single chip, (b)

256-bit 256-word module for 16-chip structure.

chips.

Figure 7.9 shows an execution example of the module generator. Figure 7.10 (a) and (b)

are the module generation examples. Figure 7.10 (a) is a 128-bit 256-word module for a

single-chip structure. Figure 7.10 (b) is a 256-bit 256-word module for a 16-chip structure.

The module generator also reports the maximum delay.
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Table 7.2 Area of associative memory module.

Database capacity Area (Module size)

4K (64 b × 64) 0.98 mm2 (0.79 × 1.24)
16K (128 b × 128) 3.02 mm2 (1.40 × 2.16)
64K (256 b × 256) 11.05 mm2 (2.63 × 4.20)

256K (512 b × 512) 38.34 mm2 (5.08 × 7.55)
1M (1024 b × 1024) 146.40 mm2 (10.00 × 14.64)

7.5 Performance Evaluation

7.5.1 Area and Capacity

Table 7.2 shows the estimated areas of an associative memory module with various

database capacities. The number of transistors in the present associative memory cell is larger

than that applying the conventional analog approaches. However, the analog approaches

make it difficult for device scaling to keep the performance and marginal capacity. The

present approach can achieve device scaling and operate at a low supply voltage because of

the synchronous digital search logics embedded in the memories. Therefore, in comparison

with the conventional designs, the associative memory has greater potential for practical use

and a larger capacity.

7.5.2 Search Cycle Time and Inter-Chip Bit Rate

Figure 7.11 shows a search cycle time of various database capacities assuming the bit

length (N) and the number of words (M) are the same. The measured performance of the

designed associative engine is also plotted in Figure 7.11, which is presented in Section 6.5.

The search cycle time is limited by the search signal propagation of O(
√

N) or the priority

address encoding of O(log M) as shown by Eq. ( 7.1). Therefore the hierarchical search

structure attains a high-speed search operation in a large database. It achieves a search cycle

time of 8.90 ns at a 1024-bit 1024-word database (i.e. 1Mb capacity). The required inter-chip

bit rate is determined by the search cycle time. 454.5 MHz and 112.3 MHz inter-chip sig-

nalings are required for the associative memories of 4K b/chip and 1M b/chip, respectively.

These inter-chip transmission speeds are feasible in the latest chip-to-chip interconnect tech-

nologies.
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7.5.3 Hamming-Distance Search Time

Figure 7.12 shows additional latency for the multi-chip structure. The binary-tree PPD

circuit reduces the additional latency to O(log P) as shown by Eq. ( 7.5). Therefore the ad-

ditional latency is just 133.5 ns even for a 256Mb database which consists of 256 associative

memory chips with a 1024-bit 1024-word capacity. Furthermore the multi-chip architecture

maintains a continuous search operation with no throughput decrease, which enables the de-

tection of data after the 2nd nearest data. The total search time depends on the Hamming

distance between the input and the detected data as shown by Eq. ( 7.4). Figure 7.13 shows

the total search time in 1-, 16-, and 256-chip structures of 256-bit 256-word associative mem-

ories as a function of Hamming distance of the detected data. In these configurations, the

search time for the complete match data is 13.6 ns, 45.5 ns, and 81.8 ns at 16Mb, 1Mb, and

64Kb capacities, respectively. Furthermore the search time for the nearest match data is 1.18

µs, 1.21 µs, and 1.25 µs in the worst case, respectively. The hierarchical multi-chip archi-

tecture and circuit implementation achieve the capacity scalability with small performance

degradation.
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7.6 Summary
We have proposed a hierarchical multi-chip architecture using fully digital and word-

parallel associative memories based on Hamming distance. The multi-chip structure effi-

ciently realizes the high capacity scalability by using an inter-chip pipelined priority decision

(PPD) circuit. The inter-chip PPD circuit enables fully chip- and word-parallel associative

processing by taking advantage of the feature of the digital associative processing architec-

ture, which attains no throughput decrease, additional clock latency of O(log P), and inter-

chip wires of O(P) for a configuration of P chips. The developed module generator auto-

matically optimizes the hierarchical search structure and provides the associative memory

module for various capacity requirements. The feasibility of the architecture and circuit im-

plementation has been demonstrated by post-layout simulations with measurement results of

a single-chip implementation. The performance evaluation shows that the hierarchical multi-

chip architecture is capable of the high-speed and continuous associative processing based

on Hamming distance with a megabit database capacity.



Chapter 8

Digital Associative Engine with Wide

Search Range Based on Manhattan

Distance

8.1 Introduction
In this chapter, we propose a digital associative engine with wide search range based on

Manhattan distance. Associative processing based on Manhattan distance is capable of much

more practical applications than that based on Hamming distance, for example, code-book-

based image compression [74], vector-quantization recognition [75] and so on as shown in

Figure 8.1. Although associative processors based on Hamming distance are capable of Man-

hattan distance estimation using thermometer encoding as presented in Section 6.2, however

they require 2i bit length for i-bit data elements. Therefore, associative processing with a

compact bit length requires the natural binary coding for Manhattan distance such as [74]–

[76].

The proposed word-parallel associative engine is capable of accurate and wide-range

Manhattan-distance computation. The word-parallel digital implementation using a hier-

archical search path enables a high-speed search operation with faultless precision, a low-

voltage operation mode, and a potential capability of unlimited data capacity. These features

are important for a system-on-a-chip application in future process technologies, which it is

difficult to attain using the conventional mixed-signal approaches [73], [75]–[76]. Further-

more, it performs a continuous search operation to detect not only the nearest match data

but also all data in the sorted order of the exact Manhattan distance. It requires consider-

able search operations in a case of the conventional architectures [73]–[76]. Word-parallel

distance calculation circuits autonomously count the Manhattan distance using a weighted

169
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Figure 8.1 Application examples of Manhattan-distance search.

search clock to detect the nearest match data. The unique associative processing with accurate

and wide-range Manhattan-distance computation efficiently realizes various new applications

such as human-like learning and high-speed data sorting in addition to the conventional use.

Section 8.2 proposes Manhattan distance search algorithm and circuit realization. The

Manhattan distance computation consists of three operation stages, which are an absolution

flag generation, a distance counting operation, and a nearest match detection in candidates.

These operations are carried out using a weighted search clock technique in word parallel.

Section 8.3 shows design of the digital associative engine with 64 words of 8 bit × 32 ele-

ment. Measurement results are presented in Section 8.4, and then Section 8.5 summarizes

this chapter.

8.2 Manhattan Distance Search Algorithm and Circuit Re-

alization

8.2.1 Element Circuit Structure

Associative processing based on Manhattan distance generally handles i-bit × j-element

data as shown in Figure 8.1. Manhattan distance computation requires SAD (summation

of absolute difference) between an input and all stored data. Figure 8.2 (a) shows an 8-bit

element structure. The stored data are divided into blocks and hierarchically connected by
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a bypass line to reduce the search signal propagation path as shown in Figure 8.2 (b). The

8-bit element consists of 8 SRAM cells, a bit selector, a subtractor based on a half adder (HA)

with an absolute function (ABS), a flag register (FR) with a bit comparison function, and a

chained search circuit as shown in Figure 8.3.

The present algorithm and circuit implementation for Manhattan distance computation are

shown in Figure 8.4 through Figure 8.7. First, absolute flags are generated in element par-

allel. Then, a distance counting operation is executed by a chained search signal propagation

in word parallel. It is processed by weighted search clocks which are autonomously provided

by word-parallel distance calculation circuits. Finally, the nearest match data is detected in

Candidates which are activated by the word-parallel calculation circuits at the same time. All

the data can be detected by a continuous search operation in the sorted order of Manhattan

distance.
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8.2.2 Absolute Flag Generation

Figure 8.4 (a) shows the element-parallel absolute flag generation. First, an input data

Ai j is compared with a stored data Bi j from MSB to LSB in element parallel. It determines

‘Ai j > Bi j’ or ‘Ai j < Bi j’ using an input Ai j and a sum result S i j of HA. The comparison result

F jk is stored in a flag resister and used for an absolute function by switching a carry result Ci j

of HA between Ai j · Bi j and Ai j · Bi j. The absolute difference is calculated in element parallel

during the word-parallel summation.

8.2.3 Distance Counting Operation

The distance counting operation is executed from LSBs to MSBs of elements in word

parallel as shown in Figure 8.4 (b). A sum result S 0 j of A0 j and B0 j is set to Mjk as a control

signal of a chained search circuit. A search signal detects the first-encountered mismatch

bit with Mjk = 1 in each block. The search clock period is limited by the search signal

propagation path via chained search circuits. Therefore, a hierarchical search path, which

is proposed in Chapter 6, is implemented as shown in Figure 8.2 (b). A bypass search

signal Pkb is also used for a mask permission signal to the next block, which makes only

one mismatch bit maskable in each word for the next clock period. The interrupted search
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signal starts again from the masked bit, and finally a search signal can be detected as S outk

when all the mismatch bits have been masked. Therefore, the operation clocks represent the

number of mismatch bits. After that, a distance counting operation is executed again for a

carry result C0 j in a similar manner to the counting operation for a sum result S 0 j. These

counting operations are repeated from A0 j to A7 j.

8.2.4 Weighted Search Clock Technique

Figure 8.5 shows a word-parallel distance calculation circuit using autonomous weighted

search clocks. The word-parallel circuit receives the search output signal S outk, and it counts

the Manhattan distance based on a weight of a search clock φsch. A search clock has different

weights according to the bit number i that is currently evaluated in elements. For example,

it has a weight of 2i- and 2i+1-bit Manhattan distance during a counting operation for i-th

sum and carry outputs, respectively. A word-parallel circuit autonomously provides φschk to

count all the mismatch bits faster. Therefore, it has a local weight Wlk as a current weight

of φschk, and accumulates a global weight Wg on a residual weight Wrk as shown in Figure

8.4 (c). A search clock φschk is provided and the local weight Wlk is subtracted from Wrk

when the sum total of Wrr and Wg exceeds Wlk. The local weight Wlk always precedes the

global weight Wg in every word since the global weight Wg is commonly updated according
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to the worst case. Some fractional weights caused by the precedence are stored as a residual

weight Wrk. In the present counting technique, the number of processing elements per word

is determined by just the bit length N per element as shown in Figure 8.5. A word-parallel

circuit also controls bit select signals S elik according to Wlk, and finally provides Actk to a

priority address encoder as a Candidate.

8.2.5 Nearest Match Detection in Candidates

The distance counting operation is interrupted at the detection timing of Actk, and then the

process moves to nearest match detection for Candidates as shown in Figure 8.6. Candidates

are all the words activated by Actk at the same time. They have different residual weight

according to their Manhattan distance from the input since the distance is given by ΣWg−Wrk.

ΣWg is the total distance weight operated before the detection timing of Actk. Note that

Candidates are closer to the input than all the other undetected words in the present search

algorithm, hence they include the nearest match data. This feature contributes to detect the

nearest match data, and also enables a continuous search operation for data sorting in order

of the exact Manhattan distance. The nearest match detection in Candidates is carried out

by a nearest match detector and a priority address encoder. It evaluates each residual weight

Wrk from MSB to LSB as shown in Figure 8.6. The process maintains consistency with each



Chapter 8 Digital Associative Engine with Wide Search Range Based on Manhattan Distance 176

Mrst

Poutk

Pout0

Pink

Dout1

Dout2

Pin0
Pout1

Pin1

Pout2
Pin2

Pout3
Pin3

Pout4
Pin4

Pout5
Pin5

Pout6
Pin6

Pout7
Pin7

Actk

Pallφm1

φm2

Brstk(a)(a)

(b)(b)

Bs0 Bs1 Bs7Bs7

Boutik

Bout0k Bout1k Bout7k

Dout0Dout0

Nearest Match Detector fNearest Match Detector for Candidatesor CandidatesNearest Match Detector for Candidates

Priority Decision Circuit Address Encoder

Word-Parallel
Distance EstimationDistance Estimation

ProcessorProcessor

Word-Parallel
Distance Estimation

Processor

Pall

Pall

Pall

Pall

Pall

Pall

Pall

Pall

Figure 8.7 Circuit configuration: (a) a nearest match detector for candidates, (b) a binary-tree priority

encoder simplified with 8 inputs.

other word. It keeps all residual weights other than the nearest data in Candidates, and then

the detected nearest data is masked to continue a search operation for the next nearest data.

The circuit configuration is shown in Figure 8.7.

8.3 Chip Implementation
We have designed and fabricated an associative engine using the present search architecture

in a 1P5M 0.18 µm CMOS process. Figure 8.8 illustrates a block diagram of the search

engine. It consists of a search memory array with 64 words of 8 bit × 32 element, a memory
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Figure 8.8 Block diagram of Manhattan-distance associative engine.

read/write circuit with data shift registers, a word decoder, word-parallel distance calculation

circuits, a priority address encoder for nearest match detection in candidates, and a CAM

controller. These components are implemented in a die size of 2.8 × 2.8 mm2. Figure 8.9

shows a chip microphotograph and an 8-bit element cell layout. A 32-element word is divided

into four blocks to reduce the critical path.

8.4 Measurement Results and Discussions

8.4.1 Operation Speed and Power Dissipation

The measurement results show that the operation speed attains 294.1 MHz and the power

dissipation is 320.7 mW at a supply voltage of 1.8 V. The total search time for nearest match

detection is 2.00 µs in the worst case. Figure 8.10 shows the operation speed as a function of

the supply voltage from 0.8 V to 2.0 V. The fully digital implementation enables a low-voltage

operation mode up to 0.8 V. It attains an operation frequency of 72.4 MHz and a power

dissipation of 15.1 mW at 0.9 V. The associative processing ensures Manhattan distance

computation with faultless precision.
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8.4.2 Search Range

Figure 8.11 shows the worst-case search time for wide-range Manhattan distance compu-

tation. The present search engine is capable of a continuous search operation to detect all data

in the sorted order of the exact Manhattan distance in addition to the nearest match data. It ef-

ficiently realizes a wide-range search operation as shown by (a) in Figure 8.11. On the other

hand, the conventional architectures require considerable search operations. Figure 8.11 (b)

is estimated based on [74] as a conventional digital technique. Figure 8.11 (c) is estimated

based on [76] as a conventional mixed-signal technique assuming that it is scalable to the

same capacity as the present coprocessor since there was no report on such a long distance

search by mixed-signal techniques so far. The capacity scalability is also one of advantages

of the present digital implementation.

8.4.3 Area and Capacity

Table 8.1 shows the core area and SRAM ratio of various data capacities. The integration

ratio of SRAMs is almost equivalent to the ratio of 19 % of the conventional digital processor

[74]. Furthermore, the present architecture has the possibility of a large database capacity in

a practical die size since it makes device scaling easier than the conventional mixed-signal

techniques. Table 8.2 summarizes the chip specifications.
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Figure 8.11 Characteristics of the present continuous search operation for wide-range associative

processing.

Table 8.1 Core area and SRAM ratio.
Data size Core area SRAM ratio

8-bit 32-ele. 64-word (16K) 2.37 mm2 17.2 %
8-bit 64-ele. 128-word (64K) 6.70 mm2 21.9 %
8-bit 128-ele. 256-word (256K) 22.25 mm2 25.3 %
8-bit 256-ele. 512-word (1M) 81.04 mm2 27.5 %

8.5 Summary
We have proposed a new word-parallel digital architecture and circuit implementation for

accurate and wide-range Manhattan distance computation employing a hierarchical search

path and a weighted search clock technique. It is capable of the detection of all data in

the sorted order of the exact Manhattan distance in addition to the nearest match data. The

weighted search clock technique performs the wide-range associative processing with fewer

additional cycles. Furthermore, the digital implementation enables a low-voltage operation

for SoC applications in future process technologies. It also makes device scaling easier and

provides the possibility of a large data capacity with unlimited search distance. An associative

engine, with 64 words of 8 bit × 32 element, has successfully performed the Manhattan

distance computation. The worst-case search time of all data sorting takes 5.85 µs at a supply
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Table 8.2 Specifications of the associative engine.

Process 1P5M 0.18 µm CMOS process
Chip size 2.8 mm × 2.8 mm
Power voltage supply 0.8 V – 1.8 V
Database capacity 8-bit 32-element 64-word templates
Distance measure Manhattan distance
Functions Nearest detection / All data sorting
Nearest detection time 1.65 µs ∼ 2.00 µs
All data sorting time 5.85 µs
Operation speed 294.1 MHz @ 1.8 V

72.4 MHz @ 0.9 V
Power dissipation 320.7 mW @ 1.8 V, 294.1 MHz

15.1 mW @ 0.9 V, 72.4 MHz

voltage of 1.8 V.



Chapter 9

Associative Processing for 3-D Image

Capture

9.1 Introduction
In this chapter, we present an associative processing flow for 3-D image capture. We have

achieved the high-speed and high-resolution smart image sensors for range finding and the

high-speed associative engines with high capacity scalability in Chapter 2 through Chapter

8. 3-D image capture requires various associative processing algorithms after the range mea-

surement, such as 3-D object clipping, synthesis of multidirectional range data, and object

recognition.

A depth-key technique such as [18] is used for 3-D object clipping, however it requires a

given range, where a target object is placed. It is then difficult for the depth-key technique

to separate multiple objects placed in the same range. Therefore, a 3-D object clipping al-

gorithm is necessary to search all the 3-D range data for neighbor points according to the

relative distance among 3-D range data. Figure 9.1 shows a basic operation of associative

processing for 3-D object clipping. First a start point is selected on a target object as shown

in Figure 9.1 (a). An associative engine searches for the neighbor points within a threshold

range, and holds the neighbor points as active 3-D data. And then, the next target point is

selected in the active 3-D data as shown in Figure 9.1 (b). After searching for the neighbor

points from the new target point, the target point is updated to another active 3-D data as

shown in Figure 9.1 (c). An associative engine continuously searches for the next target

point. The chain search algorithm for neighbor points realizes object clipping to obtain a

target object as shown in 9.1 (d). Furthermore, it is efficiently performed by an associative

engine.

Section 9.2 presents an associative processing algorithm for object clipping. Then, Section

182
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Figure 9.1 Basic operation of associative processing for 3-D object clipping.

9.3 describes circuit configurations and operations of the associative engine for object clip-

ping. Section 9.4 shows simulation results for the feasibility and the performance evaluation.

Section 9.5 summarizes this chapter.

9.2 Associative Processing for 3-D Object Clipping
We present an associative processing flow based on the proposed digital associative engines

in Figure 9.2. All the 3-D range data are stored in the associative memories. The associative

engine for 3-D object clipping is designed on the basis of a Manhattan distance search engine

described in Chapter 8. It is capable of word-parallel and exact Manhattan distance compu-

tation. Associative processing for 3-D object clipping requires a function of exhaustive range

search in addition to the standard associative processing. The associative engine consists of a

memory array, search circuits embedded in memories, word-parallel distance calculator, flag
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registers, mask registers, and a priority address encoder. The flag registers hold active 3-D

data which are within the search range of a target point. The mask registers represent the

3-D data that are already detected during the search operation. The priority address encoder

provides the least word address in active 3-D data whose flag registers are activated. The as-

sociative processing starts with an initial point, which is arbitrarily selected in the 3-D range

data. And then, the object clipping is carried out as follows:

(a) Search the stored range data for neighbor points of the initial point based on Manhattan

distance. For example, range data of #1 and #4 are activated as shown in Figure 9.2.

In this case, the flag registers of #1 and #4 are updated.

(b) Provide one of the activated range data. In Figure 9.2, a priority address encoder

provides an address of #1 based on the flag registers. And then, the range data of #1

is selected and read out. A flag register of the selected range data is masked by the

priority decision at the same time.

(c) Search the stored range data again for neighbor points of the selected range data. In

Figure 9.2, two range data, #3 and #6, are activated as neighbor points of the point #1.

The flag registers of #3 and #6 are incrementally updated, that is, the flag register of #4

is still activated.

(d) Provide one of the activated range data. In Figure 9.2, a priority address encoder

provides an address of #3. The range data of #3 is selected and read out. A flag register

of #3 is masked.

(e) Continue to search the stored range data for neighbor points of the selected range data

in the same way of (3). In the case shown in Figure 9.2, There are no neighbor points

of #3 within a threshold range. Therefore, no range data are activated.

(f) Carry out a readout operation again. A priority address encoder provides an address

of #4, which is a neighbor points of the initial data, based on the flag registers. A flag

register of #4 is masked after an address of #4 is provided.

One of target objects is clipped when all the active flags are read out and masked. After that,

an initial point is selected again in the inactivated range data, and the associative processing

obtains the next target object. The associative processing basically repeats two operations: a

search operation and a readout operation. The algorithm attains exhaustive data search and

no redundant data readout for accurate 3-D object clipping.
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Figure 9.2 Associative processing flow for 3-D image capture.
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Figure 9.3 Word structure and circuit configuration.

9.3 Circuit Configurations
Figure 9.3 shows a word structure of associative engine for 3-D object clipping. It consists

of three 12-bit element cells, which are assigned to x, y and z addresses of 3-D data. The

element cells are connected by a search signal path via each search circuit. In the x address

element, an input data, Axk, is compared with stored data, Bxk, by a full adder in word parallel.

φadd is a clock signal for the full adder. The overflow carry is registered by φabs as an absolute

flag. A search singal, S ch0k, is injected to the x-element cell. The search singal propagates

to the next element via the search circuit. The search operation basically follows the digital

associative engine presented in Section 8.2.

A word-parallel distance calculator provides a search clock, φsch, for distance counting. The

distance counting operation is executed in the same fashion as the digital associative engine

presented in Section 8.2. In this case, the search operation using weighted search clocks

continues until the total global weight, ΣWg, reaches the threshold distance for 3-D object

clipping. All the detected words are set to active 3-D data and the flag registers are activated.

The associative engine also has a binary-tree priority address encoder, which provides the

least address of the active 3-D data. Then, the next search operation is executed.
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Figure 9.4 Simulation results of 3-D object clipping.

9.4 Performance Evaluation
We have designed the associative engine for 3-D object clipping using Verilog-HDL. The

associative engine contains 76.8K words of 12 bit × 3 element Three elements in a word are

assigned to 12-bit x, y and z addresses, respectively. In this simulation, the input range map

is composed of 320 × 240 range data. It is generated from a range map captured by the XGA

3-D image sensor presented in Section 2.8, and it is down-converted to a QVGA (320 × 240)

format. An initial point is set to the center position of the input range map. Then, the search

operation sequentially detects all the 3-D range data of a target object on which the initial

point is. Finally, the target object is clipped according to the 3-D range data. The search

range, i.e. the distance threshold, is set to about 8 mm in this case.

The associative engine for 3-D object clipping requires 81 clocks for a range search oper-

ation. The associative engine requires a search operation of 182 MHz to clip all of the target

objects from a QVGA 3-D range map. It is feasible by a 0.18 µm CMOS process or the
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next generation technologies since the associative engine with 256 bit × 64 word memories

achieves a speed of 294 MHz and it is limited by a logarithmic order of the number of words

as described in Chapter 8. The estimated core area is 995.4 mm2 in a 0.18 µ standard CMOS

process on the basis of a layout of the associative engine based on Manhattan distance pre-

sented in Section 8.3. The core area can be reduced down to 248.9 mm2 in a case of a 90 nm

standard CMOS process. Thus the core area for a QVGA image format is feasible using the

current CMOS process technologies.

9.5 Summary
We have discussed an associative processing for 3-D image capture. An associative pro-

cessing has a potential capability of 3-D object clipping, synthesis of multidirectional range

data, and object recognition. We have addressed the object clipping algorithm, and presented

an associative processing flow of the chain search algorithm. We have designed the associa-

tive engine with 76.8K words of 12 bit × 3 element using Verilog-HDL. The feasibility of the

associative processing for 3-D object clipping has been demonstrated by using a range map

captured by the XGA 3-D image sensor. The associative engine requires a search operation

of 182 MHz to clip all of the target objects from a QVGA 3-D range map. The core area was

estimated at 248.9 mm2 using a 90 nm standard CMOS process.
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Conclusions

This thesis focused on smart image sensors and associative engines for three dimensional

image capture. We have addressed current issues in high-speed and high-resolution 3-D

image capture systems, and proposed new frame access techniques, sensing schemes, sensor

architectures, and circuit designs. We have also proposed new associative engines with high

capacity scalability. The followings are conclusions through this thesis.

Chapter 2: We have proposed a high-speed dynamic frame access technique and circuit

implementation for a real-time and high-resolution 3-D image sensor. The high-speed read-

out scheme realizes to make a standard and compact pixel circuit available and to get a

location and an intensity profile of a projected sheet beam on the sensor plane quickly. The

column-parallel position detector reduces redundant data transmission for a real-time mea-

surement system. A 640 × 480 3-D image sensor has been successfully demonstrated in a

real-time and high-resolution range finding system. The maximum range finding speed is

65.1 range maps/s. The maximum range error is 0.87 mm and the standard deviation of error

is 0.26 mm at 1200 mm distance due to a gravity center calculation with an intensity profile.

We have shown a range finding system using multiple range finders for a full 3-D model

capture. A scale-up version with 1024 × 768 pixels has been also developed.

Furthermore, we have proposed the pixel-parallel and column-parallel ambient light sup-

pression techniques which are adapted to use in the proposed access technique. A 352 × 288

3-D image sensor with column-parallel ambient light suppression has been presented. The

proposed column-parallel suppression technique employs adaptive reset feedback circuits,

and efficiently reduces a high-contrast ambient light, device fluctuations, and select timing

variations. It realizes a high-speed 3-D image capture system using a low-intensity beam

projection, and attains the robust dynamic frame access in a high-speed operation and a high

pixel resolution.

189
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Chapter 3: We have proposed a row-parallel frame access architecture for a 1,000-fps

range finder, which has many potential applications such as shape measurement of structural

deformation and destruction, quick inspection of industrial components, scientific observa-

tion of high-speed moving objects, and fast visual feedback systems in robot vision. The

row-parallel search operations are executed by a chained search circuit embedded in a pixel

on the focal plane. The bit-streamed column address flow realizes row-parallel address ac-

quisition with a compact circuit implementation. Moreover, a multi-sampling technique is

available for range accuracy improvement.

We have shown the feasibility and the potential capability using a prototype position de-

tector with 128 × 16 pixels. A 375 × 365 ultra fast range finder has been also designed

and fabricated in a 1P5M 0.18 µm standard CMOS process. It achieves a high-speed frame

access rate with multiple samplings. The maximum frame access rate is 394.5 kHz with 4

samplings, which is capable of 1052 range maps/s in case that the measurement setup has a

plenty strong beam intensity. Then, it provides 1.10 mm range accuracy at a target distance

of 600 mm. It has been improved up to a 0.2 sub-pixel resolution by the multi-sampling

technique. The present techniques and circuits will open the way to the future applications

which require extremely high-speed and high-accuracy 3-D image capture.

Chapter 4: We have proposed a new sensing scheme of low-intensity beam detection for a

robust range finding system. A correlation circuit and a current-mode suppression circuit of

constant illumination realize high sensitivity, high selectivity, and availability in wide-range

background illumination. A 120 × 110 position sensor for robust range finding has been

designed and successfully tested. The position sensor achieves high-sensitive light detection

of -18 dB SBR in 48 dB background illumination. It also realizes high selectivity to detect

only a target beam in a high contrast ambient light due to -13 dB suppression of another

incident light with even harmonics of a correlation frequency. We have discussed a trade-

off between the sensitivity and the frame rate, and presented the maximum frame rate of

2,000 fps at -16 dB SBR. We have applied the position sensor to a triangulation-based range

finding system. It achieves a range accuracy with in 1.5 mm at a distance of 1000 mm. The

present position sensor has advantages to future application fields which require a safe light

projection for human eyes in various measurement environments.

Chapter 5: We have presented a pixel-level color image sensor with efficient ambient

light suppression. Bidirectional photocurrent integrators realize pixel-level demodulation of

a modulated RGB flashlight with suppressing an ambient light at short intervals during an
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exposure period. Therefore, it avoids saturation from ambient illumination to realize the

applicability to non-ideal illumination conditions. Every pixel provides color information

without false color and intensity loss of color filters. We have demonstrated the efficient

ambient light suppression and the pixel-level color imaging using a 64 × 64 prototype image

sensor. Moreover, TOF range finding with ±15 cm range accuracy has been performed to

show the feasibility of depth-key object extraction. The measurement results show that the

present sensing scheme and circuit implementation realize the support capability of innate

color capture and object extraction for image recognition in various measurement situations.

Furthermore, we have presented a low-intensity beacon detector for augmented reality sys-

tems. A 128 × 128 prototype beacon detector achieves 30-fps scene capture, 4850 bit/ID·sec

using 40 kHz carrier, and less than -10.0 dB signal-to-background ratio (SBR) in more than

40 dB background illumination for a high-speed and robust AR system with active optical

devices. It enables to get a scene image, locations, IDs and additional information of multiple

target objects simultaneously in real time. These features realize a robust augmented reality

system in various scene conditions.

Chapter 6: We have proposed a new concept and circuit implementation for a high-speed

and low-voltage associative engine with exact Hamming distance search. It achieves no

limitation of data capacity and keeps a high speed operation in a large database due to a hier-

archical search architecture and a synchronous search logic embedded in a memory cell. The

circuit implementation realizes high tolerance for device fluctuations in DSM process tech-

nologies and a low-voltage operation under 1.0V. The associative engine provides the exact

distance of the detected data, so it has the capability of data sorting in order of Hamming or

Manhattan distance as well as traditional nearest match detection. A 64-bit 32-word associa-

tive co-processor has been designed using 1P5M 0.18 µm CMOS process and successfully

tested. It achieves an operation speed of 411.5 HHz at a supply voltage of 1.8 V, and also

attains a low-voltage operation of 40 HHz at a supply voltage of 0.75 V.

Chapter 7: We have proposed a hierarchical multi-chip architecture using fully digital

and word-parallel associative memories based on Hamming distance. The multi-chip struc-

ture efficiently realizes the high capacity scalability by using an inter-chip pipelined priority

decision (PPD) circuit. The inter-chip PPD circuit enables fully chip- and word-parallel as-

sociative processing by taking advantage of the feature of the digital associative processing

architecture, which attains no throughput decrease, additional clock latency of O(log P), and

inter-chip wires of O(P) for a configuration of P chips. The developed module generator au-
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tomatically optimizes the hierarchical search structure and provides the associative memory

module for various capacity requirements. The feasibility of the architecture and circuit im-

plementation has been demonstrated by post-layout simulations with measurement results of

a single-chip implementation. The performance evaluation shows that the hierarchical multi-

chip architecture is capable of the high-speed and continuous associative processing based

on Hamming distance with a megabit database capacity.

Chapter 8: We have proposed a new word-parallel digital architecture and circuit imple-

mentation for accurate and wide-range Manhattan distance computation employing a hierar-

chical search path and a weighted search clock technique. It is capable of the detection of

all data in the sorted order of the exact Manhattan distance in addition to the nearest-match

data. The weighted search clock technique performs the wide-range associative processing

with fewer additional cycles. Furthermore, the digital implementation enables a low-voltage

operation for SoC applications in future process technologies. It also makes device scaling

easier and provides the possibility of a large data capacity with unlimited search distance.

An associative engine, with 64 words of 8 bit × 32 element, has successfully performed the

Manhattan distance computation. The worst-case search time of all data sorting takes 5.85

µs at a supply voltage of 1.8 V.

Chapter 9: We have discussed an associative processing for 3-D image capture. An asso-

ciative processing has a potential capability of 3-D object clipping, synthesis of multidirec-

tional range data, and object recognition. We have addressed the object clipping algorithm,

and presented an associative processing flow of the chain search algorithm. We have designed

the associative engine with 76.8K words of 12 bit × 3 element using Verilog-HDL. The feasi-

bility of the associative processing for 3-D object clipping has been demonstrated by using a

range map captured by the XGA 3-D image sensor. The associative engine requires a search

operation of 182 MHz to clip all of the target objects from a QVGA 3-D range map. The core

area was estimated at 248.9 mm2 using a 90 nm standard CMOS process.

As can be seen from the above results, the frame access techniques and sensing schemes

efficiently realize high-speed, high-resolution and robust 3-D image capture systems. And

then, the digital associative processing architectures attain high-speed data search and high

capacity scalability. Therefore, the proposed smart image sensors and associative engines

will make significant contributions to the advancement of 3-D image capture systems and

become a driving force of future applications with high-quality 3-D images.



References

[1] C. Koch and H. Liu, Vision Chips Implementing Vision Algorithms with Analog VLSI

Circuits, IEEE Computer Society Press, 1995.

[2] A. Moini, Vision Chips or Seeing Silicon, University of Adelaide, Massachusetts,

1997.

[3] A. Bensrhair, P. Miche, and R. Debrie, “Fast Stereo Matching for Implementation in

a 3-D Vision Sensor,” Proceedings of IEEE International Conference on Industrial

Electronics, Control and Instrumentation,Vol. 3, pp. 1779 – 1783, Oct. 1991.

[4] B. Ross, “A Practical Stereo Vision System,” Proceedings of IEEE Computer Society

Conference on Computer Vision and Pattern Recognition,Vol. 2, pp. 7 – 11, Sep. 1997.

[5] K. Ikeuchi and Y. Sato, Modeling from Reality, Kluwer Academic Press, 2001.

[6] T. Kato, S. Kawahito, K. Kobayashi, H. Sasaki, T. Eki, and T. Hisanaga, “A Binocu-

lar CMOS Range Image Sensor with Bit-Serial Block-Parallel Interface Using Cyclic

Pipelined ADC’s,” IEEE Symposium on VLSI Circuits Digest of Technical Papers, pp.

270 – 271, Jun. 2002.

[7] R. M. Philipp and R. Etienne-Cummings, “Single Chip Stereo Imager,” Proceedings

of IEEE International Symposium on Circuits and Systems,vol. 4, pp. 808 – 811, May

2003.

[8] T. Oishi, R. Sagawa, A. Nakazawa, R. Kurazume, and K. Ikeuchi, “Parallel Alignment

of a Large Number of Range Images,” Proceedings of IEEE International Conference

on 3-D Digital Imaging and Modeling, pp. 195 – 202, Oct. 2003.

[9] M. Hariyama and M. Kameyama, “VLSI Processor for Reliable Stereo Matching

Based on Window-Parallel Logic-in-Memory Architecture,” IEEE Symposium on

VLSI Circuits Digest of Technical Papers, pp. 166 – 169, Jun. 2004.

193



Chapter 10 Bibliography 194

[10] A. Pentland, T. Darrell, M. Turk, and W. Huang, “A Simple, Real-Time Range Cam-

era,” Proceedings of IEEE Computer Society Conference on Computer Vision and Pat-

tern Recognition,pp. 256 – 261, Jun. 1989.

[11] G. Surya and M. Subbarao, “Depth from Defocus by Changing Camera Aperture: a

Spatial Domain Approach,” Proceedings of IEEE Computer Society Conference on

Computer Vision and Pattern Recognition,pp. 61 – 67, Jun. 1993.

[12] S. Hiura and T. Matsuyama, “Depth Measurement by the Multi-Focus Camera,” Pro-

ceedings of IEEE Computer Society Conference on Computer Vision and Pattern

Recognition,pp. 953 – 959, Jun. 1998.

[13] R. Miyagawa and T. Kanade, “CCD-Based Range-Finding Sensor,” IEEE Transac-

tions on Electron Devices,Vol. 44, No. 10, pp. 1648 – 1652, Oct. 1997.

[14] P. Gulden, M. Vossiek, P. Heide, and R. Schwarte, “Novel Opportunities for Opti-

cal Level Gauging and 3-D-Imaging With the Photoelectronic Mixing Device,” IEEE

Transactions on Instrumentation and Measurement,Vol. 51, No. 4, pp. 679 – 684, Aug.

2002.

[15] R. Jeremias, W. Brockherde, G. Doemens, B. Hosticka, L. Listl, and P. Mengel, “A

CMOS Photosensor Array for 3D Imaging Using Pulsed Laser,” IEEE International

Solid-State Circuits Conference Digest of Technical Papers,pp. 252 – 253, Feb. 2001.

[16] R. Lange and P. Seitz, “Solid-State Time-of-Flight Range Camera,” IEEE Journal of

Quantum Electronics,Vol. 37, No. 3, pp. 390 – 397, Mar. 2001.

[17] A. Ullrich, N. Studnicka, and J. Riegl, “Long-Range High-Performance Time-of-

Flight-Based 3D Imaging Sensors,” Proceedings of IEEE International Symposium

on 3D Data Processing Visualization and Transmission, pp. 852 – 856, Jun. 2002.

[18] M. Kawakita, T. Kurita, H. Hiroshi, and S. Inoue, “HDTV Axi-vision Camera,” Pro-

ceedings of International Broadcasting Convention,pp. 397 – 404, Sep. 2003.

[19] L. Viarani, D. Stoppa, L. Gonzo, M. Gottardi, and A. Simoni, “A CMOS Smart Pixel

for Active 3-D Vision Applications,” IEEE Sensors Journal,Vol. 4, No. 1, pp. 145 –

152, Feb. 2004.



Chapter 10 Bibliography 195

[20] A. Gruss, L. R. Carley, and T. Kanade, “Integrated Sensor and Range-Finding Analog

Signal Processor,” IEEE Journal of Solid-State Circuits,Vol. 26, No. 3, pp. 184 – 191,

Mar. 1991.

[21] K. Sato, A. Yokoyama, and S. Inokuchi, “Silicon range Finder,” Proceedings of IEEE

Costum Integrated Circuits Conference,pp. 339 – 342, May 1994.

[22] V. Brajovic and K. Kanade, “Computational Sensor for Visual Tracking with Atten-

tion,” IEEE Journal of Solid-State Circuits,Vol. 33, No. 8, pp. 1199 – 1207, Aug.

1998.

[23] M. de Bakker, P. W. Verbeek, E. Nieuwkoop, and G. K. Steenvoorden, “A Smart Range

Image Sensor,” Proceedings of European Solid-State Circuits Conference,pp. 208 –

211, Sep. 1998.

[24] T. Nezuka, M. Hoshino, M. Ikeda, and K. Asada, “A Position Detection Sensor for

3-D Measurement,” Proceedings of European Solid-State Circuits Conference,pp. 412

– 415, Sep. 2000.

[25] V. Brajovic, K. Mori, and N. Jankovic, “100 frames/s CMOS Range Image Sensor,”

IEEE International Solid-State Circuits Conference Digest of Technical Papers,pp. 256

– 257, Feb. 2001.

[26] S. Yoshimura, T. Sugiyama, K. Yonemoto, and K. Ueda, “A 48k frame/s CMOS Image

Sensor for Real-Time 3-D Sensing and Motion Detection,” IEEE International Solid-

State Circuits Conference Digest of Technical Papers,pp. 94 – 95, Feb. 2001.

[27] T. Sugiyama, S. Yoshimura, R. Suzuki, and H. Sumi, “A 1/4-inch QVGA Color Imag-

ing and 3-D Sensing CMOS Sensor with Analog Frame Memory,” IEEE International

Solid-State Circuits Conference Digest of Technical Papers,pp. 434 – 435, Feb. 2002.

[28] A. Krymski, D. Van Blerkom, A. Andersson, N. Bock, B. Mansoorian, and E. R.

Fossum, “A High Speed 500 Frames/s 1024 × 1024 CMOS Active Pixel Sensor,” IEEE

Symposium on VLSI Circuits Digest of Technical Papers, pp. 137 – 138, Jun. 1999.

[29] S. Kleinfelder, S. H. Lim, X. Liu and A. E. Gamal, “A 10000 Frames/s CMOS Digital

Pixel Sensor,” IEEE Journal of Solid-State Circuits,Vol. 36, No. 12, pp. 2049 – 2059,

Dec. 2001.



Chapter 10 Bibliography 196

[30] K. Aizawa, “Computational Sensors – Vision LSI,” IEICE Transactions on Informa-

tion and Systems,Vol. E82-D, No. 3, pp. 580 – 588, Mar. 1999.

[31] E. Funatsu, Y. Nitta, Y. Miyake, T. Toyoda, J. Ohta, and K. Kyuma, “An Artifi-

cial Retina Chip with Current-Mode Focal Plane Image Processing Functions,” IEEE

Transactions on Electron Devices,Vol. 44, No. 10, pp. 1777 – 1782, Oct. 1997.

[32] P. Y. Burgi and F. Heitger, “A Fast 100 × 100 Pixel Silicon Retina for Edge Extraction

with Application in OCR,” Proceedings of IEEE International Symposium on Signal

Processing and its Applications,Vol. 1, pp. 288 – 291, Aug. 2001.

[33] P. Dudek, “A Flexible Global Readout Architecture for an Analogue SIMD Vision

Chip,” Proceedings of IEEE International Symposium on Circuits and Systems,Vol. 3,

pp. 782 – 785, May 2003.

[34] K. Yonemoto and H. Sumi, “A CMOS Image Sensor with a Simple Fixed-Pattern-

Noise-Reduction Technology and a Hole Accumulation Diode,” IEEE Journal of

Solid-State Circuits,Vol. 35, No. 12, pp. 2038 – 2043, Dec. 2000.

[35] I. L. Fujimori, C. Wang, and C. G. Sodini, “A 256 × 256 CMOS Differential Pas-

sive Pixel Imager with FPN Reduction Techniques,” IEEE Journal of Solid-State Cir-

cuits,Vol. 35, No. 12, pp. 2031 – 2037, Dec. 2000.

[36] L. W. Lai, C. H. Lai, and Y. C. King, “A Novel Logarithmic Response CMOS Image

Sensor with High Output Voltage Swing and In-Pixel Fixed-Pattern Noise Reduction,”

IEEE Sensors Journal,Vol. 4, No. 1, pp. 122 – 126, Feb. 2004.

[37] J. Akita and K. Asada, “An Image Scanning Method with Selective Activation of Tree

Structure,” IEICE Transactions on Electronics,Vol. E80-C, No. 7, pp. 956 – 961, Jul.

1997.

[38] Y. Ohtsuka, T. Hamamoto, K. Aizawa, and M. Hatori, “A Novel Image Sensor with

Flexible Sampling Control,” Proceedings of IEEE International Symposium on Cir-

cuits and Systems,Vol. 6, pp. 637 – 640, Jun. 1998.

[39] Z. Zhou, B. Pain, and E. Fossum, “A CMOS Imager with On-Chip Variable Resolu-

tion for Light-Adaptive Imaging,” IEEE International Solid-State Circuits Conference

Digest of Technical Papers,pp. 174 – 175, Feb. 1998.



Chapter 10 Bibliography 197

[40] D. Handoko, S. Kawahito, Y. Takokoro, M. Kumahara, and A. Matsuzawa, “A CMOS

Image Sensor for Focal-Plane Low-Power Motion Vector Estimation,” IEEE Sympo-

sium on VLSI Circuits Digest of Technical Papers, pp. 28 – 29, 2000.

[41] T. Nezuka, T. Fujita, M. Ikeda, and K. Asada, “A Binary Image Sensor with Flexible

Motion Vector Detection using Block Matching Method,” Proceedings of IEEE Asia

and South Pacific Design Automation Conference,pp. 21 – 22, Jan. 2000.

[42] Z. Li and K. Aizawa, “Vision Chip for Very Fast Detection of Motion Vectors: Design

and Implementation,” IEICE Transactions on Electronics,Vol. E82-C, No. 9, pp. 1738

– 1748, Sep. 1999.

[43] C. M. Higgins, R. A. Deutschmann, and C. Koch, “Pulse-Based 2-D Motion Sensors,”

IEEE Transactions on Circuits and Systems II,Vol. 46, No. 6, Jun. 1999.

[44] M. Arias-Estrada, D. Poussart, and M. Tremblay, “Motion Vision Sensor Architecture

with Asynchronous Self-Signaling Pixels,” Proceedings of IEEE International Work-

shop on Computer Architectures for Machine Perception,pp. 75 – 83, 1997.

[45] M. Ishikawa and T. Komuro, “Digital Vision Chips and High-Speed Vision Systems,”

IEEE Symposium on VLSI Circuits Digest of Technical Papers, pp. 1 – 4, Jun. 2001.

[46] Y. Muramatsu, S. Kurosawa, M. Furumiya, H. Ohkubo, and Y. Nakashiba, “A Signal-

Processing CMOS Image Sensor Using a Simple Analog Operation,” IEEE Journal of

Solid-State Circuits,Vol. 38, No. 1, pp. 101 – 106, Jan. 2003.

[47] S. Kawahito, M. Yoshida, M. Sasaki, K. Umehara, Y. Tadokoro, K. Murata, S.

Doushou, and A. Matsuzawa, “A Compressed Digital Output CMOS Image Sensor

with Analog 2-D DCT Processors and ADC/Quantizer,” IEEE International Solid-

State Circuits Conference Digest of Technical Papers,pp. 184 – 185, Feb. 1997.

[48] K. Aizawa, Y. Egi, T. Hamamoto, M. Hatori, M. Abe, H. Maruyama, and H. Otake,

“Computational Image Sensor for On Sensor Compression,” IEEE Transactions on

Electron Devices,Vol. 44, No. 10, pp. 1724 – 1730, Oct. 1997.

[49] T. Hamamoto, Y. Ohtsuka, and K. Aizawa, “Very Fast Tracking and Depth Estimation

by Focal Plane Compression Sensors,” Proceedings of IEEE International Symposium

on Circuits and Systems,Vol. 4, pp. 127 – 130, May 1999.



Chapter 10 Bibliography 198

[50] D. Leon, S. Balkir, K. Sayood, and M. W. Hoffman, “A CMOS Imager with Pixel

Prediction for Image Compression,” Proceedings of IEEE International Symposium

on Circuits and Systems,Vol. 4, pp. 776 – 779, May 2003.

[51] International Technology Roadmap for Semiconductors 2003 Edition, Semiconductor

Industry Association, 2003.

[52] N. R. Mahapatra and B. Venkatrao, “The Processor-Memory Bottleneck: Problems

and Solutions,” ACM Crossroads, Vol. 5, No. 3, Spring 1999.

[53] S. McBader and P. Lee, “Reducing Memory Bottlenecks in Embedded, Parallel Image

Processors,” IEE Electronics Letters,Vol. 39, No. 1, pp. 33 – 35, Jan. 2003.

[54] C. R. Castro-Pareja, J. M. Jagadeesh, and R. Shekhar, “FAIR: A Hardware Archi-

tecture for Real-Time 3-D Image Registration,” IEEE Transactions on Information

Technology in Biomedicine,Vol. 7, No. 4, pp. 426 – 434, Dec. 2003.

[55] S. Okazaki, Y. Fujita, N. Yamashita, and T. Ikeda, “Integrated Memory Array Proces-

sor and Real-Time Vision System for Vehicle Control,” Proceedings of IEEE Vehicle

Navigation and Information Systems Conference,pp. 103 – 106, Sep. 1994.

[56] Y. Fujita, N. Yamashita, and S. Okazaki, “A 64 Parallel Integrated Memory Array

Processor and a 30 GIPS Real-Time Vision System,” Proceedings of IEEE Interna-

tional Workshop on Computer Architectures for Machine Perception,pp. 242 – 249,

Sep. 1995.

[57] K. Ito, M. Ogawa, and T. Shibata, “A Variable-Kernel Flash-Convolution Image Fil-

tering Processor,” IEEE International Solid-State Circuits Conference Digest of Tech-

nical Papers,pp. 470 – 471, Feb. 2003.

[58] F. P. Herrmann and C. G. Sodini, “A 256-Element Associative Parallel Processor,”

IEEE Journal of Solid-State Circuits,Vol. 30, No. 4, pp. 365 –370, Apr. 1995.

[59] J. C. Gealow and C. G. Sodini, “A Pixel-Parallel Image Processor Using Logic Pitch-

Matched to Dynamic Memory,” IEEE Journal of Solid-State Circuits,Vol. 34, No. 6,

pp. 831 –839, Jun. 1999.

[60] J. Cortadellas and J. Amat, “Image Associative Memory,” Proceedings of IEEE Inter-

national Conference on Pattern Recognition,Vol. 2, pp. 638 – 641, Sep. 2000.



Chapter 10 Bibliography 199

[61] G. L. Cembrano, A. Rodriguez-Vazquez, R. C. Galan, F. Jimenez-Garrido, S. Espejo,

and R. Dominguez-Castro, “A 1000 fps at 128 × 128 Vision Processor with 8-Bit

Digitized I/O,” IEEE Journal of Solid-State Circuits,Vol. 39, No. 7, pp. 1044 – 1055,

Jul. 2004.

[62] T. Ogura, J. Yamada, S. Yamada, and M. Tanno, “A 20-kbit Associative Memory LSI

for Artificial Intelligence Machines,” IEEE Journal of Solid-State Circuits,Vol. 24, No.

4, pp. 1014 – 1020, Aug. 1989.

[63] T. Miwa, H. Yamada, Y. Hirota, T. Satoh, and H. Hara, “A 1-Mb 2-Tr/b Non-

volatile CAM Based on Flash Memory Technologies,” IEEE Journal of Solid-State

Circuits,Vol. 31, No. 11, pp. 1601 – 1609, Nov. 1996.

[64] C. A. Zukowski and S. Wang, “Use of Selective Precharge for Low-Power Content-

Addressable Memories,” Proceedings of IEEE International Symposium on Circuits

and Systems,Vol. 3, pp. 1788 – 1791, Jun. 1997.

[65] T. Ikenaga and T. Ogura, “A Fully Parallel 1-Mb CAM LSI for Real-Time Pixel-

Parallel Image Processing,” IEEE Journal of Solid-State Circuits,Vol. 35, No. 4, pp.

536 – 544, Apr. 2000.

[66] H. Miyatake, M. Tanaka, and Y. Mori, “A Design for High-Speed Low-Power CMOS

Fully Parallel Content-Addressable Memory Macros,” IEEE Journal of Solid-State

Circuits,Vol. 36, No. 6, pp. 956 – 968, June 2001.

[67] T. Yamashita, T. Shibata, and T. Ohmi, “Neuron MOS Winner-Take-All Circuit and

Its Application to Associative Memory,” IEEE International Solid-State Circuits Con-

ference Digest of Technical Papers,pp. 236 – 237, Feb. 1993.

[68] W. R. Daasch and J. Lee, “A Word/Bit Parallel Inexact Match Content Addressable

Memory,” Proceedings of IEEE International ASIC Conference and Exhibit,pp. 25 –

28, 1994.

[69] M. Ikeda and K. Asada, “Time-Domain Minimum-Distance Detector and Its Appli-

cation to Low-Power Coding Scheme on Chip-Interface,” Proceedings of European

Solid-State Circuits Conference,pp. 464 – 467, Sep. 1998.



Chapter 10 Bibliography 200

[70] H. J. Mattausch, T. Gyohten, Y. Soda, and T. Koide, “Compact Associative-Memory

Architecture With Fully Parallel Search Capability for the Minimum Hamming Dis-

tance,” IEEE Journal of Solid-State Circuits,Vol. 37, No. 2, pp. 218 – 227, Feb. 2002.

[71] H. J. Mattausch, N. Omori, S. Fukae, T. Koide, and T. Gyohten, “Fully-Parallel

Pattern-Matching Engine with Dynamic Adaptability to Hamming or Manhattan Dis-

tance,” IEEE Symposium on VLSI Circuits Digest of Technical Papers, pp. 252 – 255,

Jun. 2002.

[72] H. Yamaoka, M. Ikeda, and K. Asada, “A High-Speed Functional Memory with a

Capability of Hamming-Distance-Based Data Search by Dynamic Threshold Logic

Circuits,” Proceedings of European Solid-State Circuits Conference,pp. 667 – 670,

Sep. 2002.

[73] M. Nagata, T. Yoneda, D. Nomasaki, M. Sato, and A. Iwata, “A Minimum-Distance

Search Circuit using Dual-Line PWM Signal Processing and Charge-Packet Counting

Techniques,” IEEE International Solid-State Circuits Conference Digest of Technical

Papers,pp. 42 – 43, Feb. 1997.

[74] A. Nakada, T. Shibata, M. Konda, T. Morimoto, and T. Ohmi, “A Fully Parallel Vector-

Quantization Processor for Real-Time Motion-Picture Compression,” IEEE Journal of

Solid-State Circuits,Vol. 24, No. 6, pp. 822 – 830, Jun. 1999.

[75] M. Yagi and T. Shibata, “An Image Representation Algorithm Compatible With

Neural-Associative-Processor-Based Hardware Recognition Systems,” Transactions

on Neural Networks,Vol. 14, No. 5, pp. 1144 – 1161, Sep. 2003.

[76] Y. Yano, T. Koide, and H. J. Mattausch, “Associative Memory with Fully Parallel

Nearest-Manhattan-Distance Search for Low-Power Real-Time Single-Chip Applica-

tions,” Proceedings of IEEE Asia and South Pacific Design Automation Conference,pp.

543 – 544, Jan. 2004.

[77] Y. Oike, M. Ikeda, and K. Asada, “A CMOS Image Sensor for High-Speed Active

Range Finding Using Column-Parallel Time-Domain ADC and Position Encoder,”

IEEE Transactions on Electron Devices,Vol. 50, No. 1, pp. 152 – 158, Jan. 2003.



Chapter 10 Bibliography 201

[78] Y. Yachide, Y. Oike, M. Ikeda, and K. Asada, “3D Measurement Method in Arbi-

trary Viewpoint Based on Light-Section Method by Using Smart Image Sensor,” ITE

Technical Report,Vol. 28, No. 20, pp. 33 – 36, Mar. 2004.

[79] T. Inoue, S. Takeuchi, and S. Kawahito, “CMOS Active Pixel Image Sensor with In-

Pixel CDS for High-Speed Cameras,” Proceedings of the SPIE,Vol. 5301, pp. 250 –

257, Jun. 2004.

[80] Y. Oike, M. Ikeda, and K. Asada, “Design and Implementation of Real-Time 3-D

Image Sensor With 640 x 480 Pixel Resolution,” IEEE Journal of Solid-State Cir-

cuits,Vol. 39, No. 4, pp. 622 – 628, Apr. 2004.

[81] T. Nezuka, M. Hoshino, M. Ikeda, and K. Asada, “A Smart Position Sensor with Row

Parallel Position Detection for High Speed 3-D Measurement,” Proceedings of Euro-

pean Solid-State Circuits Conference,pp. 101 – 104, Sep. 2002.

[82] A. Kimachi and S. Ando, “Time-Domain Correlation Image Sensor: First CMOS

Realization and Evaluation,” Proceedings of International Conference on Solid-State

Sensors and Actuators,pp. 958 – 961, Jun. 1999.

[83] J. Ohta, K. Yamamoto, T. Hirai, K. Kagawa, M. Nunoshita, M. Yamada, Y. Yamasaki,

S. Sugishita, and K. Watanabe, “An Image Sensor With an In-Pixel Demodulation

Function for Detecting the Intensity of a Modulated Light Signal,” IEEE Transactions

on Electron Devices,Vol. 50, No. 1, pp. 166 – 172, Jan. 2003.

[84] S. Ando and A. Kimachi, “Correlation Image Sensor: Two-Dimensional Matched De-

tection of Amplitude-Modulated Light,” IEEE Transactions on Electron Devices,Vol.

50, No. 10, pp. 2059 – 2066, Oct. 2003.

[85] Y. Oike, M. Ikeda, and K. Asada, “High-Sensitivity and Wide-Dynamic-Range Po-

sition Sensor Using Logarithmic-Response and Correlation Circuit,” IEICE Transac-

tions on Electronics,Vol. E85-C, No. 8, pp. 1651 – 1658.

[86] C. Mead, Analog VLSI and Neural System, Reading, MA: Addison-Wesley, 1989

[87] Y. Oike, M. Ikeda, and K. Asada, “High Performance Photo Detector for Correlative

Feeble Lighting Using Pixel-Parallel Sensing,” IEEE Sensors Journal,Vol. 3, No. 5,

pp. 640 – 645, Oct. 2003.



Chapter 10 Bibliography 202

[88] Y. Ni and X. L. Yan, “CMOS Active Differential Imaging Device with Single In-Pixel

Analog Memory,” Proceedings of European Solid-State Circuits Conference,pp. 359 –

362, Sep. 2002.

[89] S. Kawahito and I. A. Halin, “Active Pixel Circuits for CMOS Time-of-Flight Range

Image Sensors,” Proceedings of the SPIE,Vol. 5302, pp. 69 – 78, Jan. 2004.

[90] J. Rekimoto and Y. Ayatsuka, “CyberCode: Designing Augmented Reality Environ-

ments with Visual Tags,” Proceedings of ACM Designing Augmented Reality Environ-

ments,pp. 1 – 10, Apr. 2000.

[91] R. Want, K. P. Fishkin, A. Gujar, and B. L. Harrison, “Bridging Physical and Visual

Worlds with Electronic Tags,” Proceedings of ACM Conference on Human Factors in

Computing Systems,pp. 370 – 377, May 1999.

[92] M. Bajura and U. Neumann, “Dynamic Registration Correction in Augmented Reality

System,” Proceedings of IEEE Virtual Reality Annual International Symposium,pp.

189 – 196, Mar. 1995.

[93] D. J. Moore, R. Want, B. L. Harrison, A. Gujar, and K. Fishkin, “Implementing Ph-

icons: Combining Computer Vision with InfraRed Technology for Interactive Physi-

cal Icons,” Prodeedings of ACM Symposium on User Interface Software and Technol-

ogy,pp. 67 – 68, Nov. 1999.

[94] N. Matsushita, D. Hihara, T. Ushiro, S. Yoshimura, J. Rekimoto, and Y. Yamamoto,

“ID CAM: A Smart Camera for Scene Capturing and ID Recognition,” Proceedings

of IEEE and ACM International Symposium on Mixed and Augmented Reality,pp. 227

– 236, Oct. 2003.

[95] S. Nakahara and T. Kawata, “A Digital Circuit for a Minimum Distance Search Us-

ing an Asynchronous Bubble Shift Memory,” IEEE International Solid-State Circuits

Conference Digest of Technical Papers,pp. 504 – 505, Feb. 2004.



List of Publications

Technical Journals

1. Y. Oike, M. Ikeda, and K. Asada, “High-Sensitivity and Wide-Dynamic-Range Posi-

tion Sensor Using Logarithmic-Response and Correlation Circuit,” IEICE Transactions

on Electronics, Vol. E85-C, No. 8, pp. 1651 – 1658, Aug. 2002.

2. Y. Oike, M. Ikeda, and K. Asada, “A CMOS Image Sensor for High-Speed Active

Range Finding Using Column-Parallel Time-Domain ADC and Position Encoder,”

IEEE Transactions on Electron Devices, Vol. 50, No. 1, pp. 152 – 158, Jan. 2003.

3. Y. Oike, H. Shintaku, M. Ikeda, and K. Asada, “A High-Resolution and Real-Time 3-D

Imaging System Based on Light-Section Method,” ITE Journal of Image Information

and Television Engineers, Vol. 57, No. 9, pp. 1149 – 1151, Sep. 2003. (in Japanese)

4. Y. Oike, M. Ikeda, and K. Asada, “High Performance Photo Detector for Correlative

Feeble Lighting Using Pixel-Parallel Sensing,” IEEE Sensors Journal, Vol. 3, No. 5,

pp. 640 – 645, Oct. 2003.

5. Y. Oike, M. Ikeda, and K. Asada, “A Row-Parallel Position Detector for High-Speed 3-

D Camera Based on Light-Section Method,” IEICE Transactions on Electronics, Vol.

E86-C, No. 11, pp. 2320 – 2328, Nov. 2003.

6. Y. Oike, M. Ikeda, and K. Asada, “A 120 x 110 Position Sensor With the Capability

of Sensitive and Selective Light Detection in Wide Dynamic Range for Robust Range

Finding,” IEEE Journal of Solid-State Circuits, Vol. 39, No. 1, pp. 246 – 251, Jan.

2004.

7. Y. Oike, M. Ikeda, and K. Asada, “Design and Implementation of Real-Time 3-D Im-

age Sensor With 640 x 480 Pixel Resolution,” IEEE Journal of Solid-State Circuits,

Vol. 39, No. 4, pp. 622 – 628, Apr. 2004.

203



Chapter 10 List of Publications 204

8. Y. Oike, M. Ikeda, and K. Asada, “Smart Access Image Sensors for High-Speed and

High-Resolution 3-D Measurement Based on Light-Section Method,” Int. Journal of

Intelligent Automation and Soft Computing, AutoSoft Press, Vol. 10, No. 2, pp. 105 –

128, Jun. 2004.

9. Y. Oike, M. Ikeda, and K. Asada, “A Smart Image Sensor with High-Speed and High-

Sensitivity ID Beacon Detection for Augmented Reality System,” ITE Journal of Image

Information and Television Engineers, Vol. 58, No. 6, pp. 835 – 841, Jun. 2004. (in

Japanese)

10. Y. Oike, M. Ikeda, and K. Asada, “A High-Speed and Low-Voltage Associative Co-

Processor With Exact Hamming/Manhattan-Distance Estimation Using Word-Parallel

and Hierarchical Search Architecture,” IEEE Journal of Solid-State Circuits, Vol. 39,

No. 8, pp. 1383 – 1387, Aug. 2004.

11. Y. Oike, M. Ikeda, and K. Asada, “Hierarchical Multi-Chip Architecture for High Ca-

pacity Scalability of Fully Parallel Hamming-Distance Associative Memories,” IEICE

Transactions on Electronics, Vol. E87-C, No. 11, pp. 1847 – 1855, Nov. 2004.

12. Y. Oike, M. Ikeda, and K. Asada, “A Pixel-Level Color Demodulation Image Sensor

for Support of Image Recognition,” IEICE Transactions on Electronics, Vol. E87-C,

No. 12, pp. 2164 – 2171, Dec. 2004.

13. Y. Oike, M. Ikeda, and K. Asada, “A 375 x 365 High-Speed 3-D Range-Finding Image

Sensor Using Row-Parallel Search Architecture and Multi-Sampling Technique,” to be

published in IEEE Journal of Solid-State Circuits, Vol. 40, No. 2, Feb. 2005.

Commercial Journals

1. K. Asada, T. Nezuka, and Y. Oike, “Smart Access Sensors,” Optronics, Optronics Co.,

Vol. 20, No. 237, pp. 136 – 141, Sep. 2002. (in Japanese)

2. K. Asada and Y. Oike, “Real-Time and High-Resolution 3-D Imaging System Based

on Light-Section Method,” Image Lab, Japan Industrial Publishing Co., Vol. 15, No.

7, pp. 40 – 44, Jul. 2004. (in Japanese)



Chapter 10 List of Publications 205

Proceedings of International Conferences

1. Y. Oike, M. Ikeda, and K. Asada, “Wide Dynamic Range Photo Detector for Smart

Position Sensor Using Log-response and Correlation Circuit,” Extended Abstracts of

International Conference on Solid State Devices and Materials (SSDM), pp. 282 –

283, Sep. 2001.

2. Y. Oike, M. Ikeda, and K. Asada, “High-sensitivity and Wide-Dynamic-Range Posi-

tion Sensor Using Logarithmic-Response and Correlation Circuit,” presented at IEEE

International Conference on VLSI Design& Asia and South Pacific Design Automation

Conference, Design Contest, Jan. 2002.

3. Y. Oike, M. Ikeda, and K. Asada, “High-Sensitivity and Wide-Dynamic-Range Range

Finder and Its Applications,” Proceedings of the 5th Biannual World Automation

Congress (WAC), pp. 417 – 422, Jun. 2002.

4. Y. Oike, M. Ikeda, and K. Asada, “High Performance Photo Detector for Modulated

Lighting,” Proceedings of IEEE International Conference on Sensors (IEEE SEN-

SORS), pp. 1456 – 1461, Jun. 2002.

5. Y. Oike, M. Ikeda, and K. Asada, “Smart Sensor Architecture for Real-Time and High-

Resolution Range Finding,” Proceedings of European Solid-State Circuits Conference

(ESSCIRC), pp. 105 – 108, Sep. 2002.

6. Y. Oike, M. Ikeda, and K. Asada, “An Active Range Finder With the Capability of -18

dB SBR, 48 dB Dynamic Range and 120 x 110 Pixel Resolution,” IEEE International

Solid-State Circuits Conference (ISSCC) Digest of Technical Papers, pp. 208 – 209,

Feb. 2003.

7. Y. Oike, M. Ikeda, and K. Asada, “High-Speed Position Detector Using New Row-

Parallel Architecture for Fast Collision Prevention System,” Proceedings of IEEE In-

ternational Symposium on Circuits and Systems (ISCAS), Vol. 4, pp. 788 – 791, May

2003.

8. Y. Oike, M. Ikeda, and K. Asada, “640x480 Real-Time Range Finder Using High-

Speed Readout Scheme and Column-Parallel Position Detector,” IEEE Symposium on

VLSI Circuits (VLSI Symp.) Digest of Technical Papers, pp. 153 – 156, Jun. 2003.



Chapter 10 List of Publications 206

9. Y. Oike, M. Ikeda, and K. Asada, “A Smart Image Sensor With High-Speed Feeble

ID-Beacon Detection for Augmented Reality System,” Proceedings of European Solid-

State Circuits Conference (ESSCIRC), pp. 125 – 128, Sep. 2003.

10. Y. Oike, M. Ikeda, and K. Asada, “A High-Speed and Low-Voltage Associative Co-

Processor With Hamming Distance Ordering Using Word-Parallel and Hierarchical

Search Architecture,” Proceedings of IEEE Custom Integrated Circuits Conference

(CICC), pp. 643 – 646, Sep. 2003.

11. Y. Oike, H. Shintaku, S. Takayama, M. Ikeda, and K. Asada, “Real-Time and High-

Resolution 3-D Imaging System Using Light-Section Method and Smart CMOS Sen-

sor,” Proceedings of IEEE International Conference on Sensors (IEEE SENSORS), pp.

502 – 507, Oct. 2003.

12. Y. Oike, M. Ikeda, and K. Asada, “Design of Real-Time VGA 3-D Image Sensor Us-

ing Mixed-Signal Techniques,” Proceedings of IEEE Asia and South Pacific Design

Automation Conference (ASP-DAC), Design Contest, pp. 523 – 524, Jan. 2004.

13. Y. Oike, M. Ikeda, and K. Asada, “A 375 x 365 3D 1k frame/s Range-Finding Image

Sensor with 394.5 kHz Access Rate and 0.2 Sub-Pixel Accuracy,” IEEE International

Solid-State Circuits Conference (ISSCC) Digest of Technical Papers, pp. 118 – 119,

Feb. 2004.

14. Y. Oike, M. Ikeda, and K. Asada, “A Pixel-Level Color Image Sensor With Efficient

Ambient Light Suppression Using Modulated RGB Flashlight and Application to TOF

Range Finding,” IEEE Symposium on VLSI Circuits (VLSI Symp.) Digest of Technical

Papers, pp. 298 – 301, Jun. 2004.

15. Y. Oike, M. Ikeda, and K. Asada, “A High-Speed XGA 3-D Image Sensor and Its

Applications,” Proceedings of the 6th Biannual World Automation Congress (WAC),

Jun. 2004.

16. Y. Oike, M. Ikeda, and K. Asada, “Design and Implementation of Word-Parallel Digital

Associative Memories,” Proceedings of IEEE Asia-Pacific Conference on Advanced

System Integrated Circuits (AP-ASIC), University Design Forum, pp. 428 – 429, Aug.

2004.



Chapter 10 List of Publications 207

17. Y. Oike, M. Ikeda, and K. Asada, “A Word-Parallel Digital Associative Engine with

Wide Search Range Based on Manhattan Distance,” Proceedings of IEEE Custom In-

tegrated Circuits Conference (CICC), pp. 295 – 298, Oct. 2004.

18. Y. Oike, M. Ikeda, and K. Asada, “Digital Associative Memories Based on Hamming

Distance and Scalable Multi-Chip Architecture,” Proceedings of IP Based System-on-

Chip Design Forum & Exhibition (IP-SOC), pp.127 – 130, Dec. 2004.

Proceedings of Domestic Conferences and Meetings

1. Y. Oike, M. Ikeda, and K. Asada, “An Image Sensor for 3-D Measurement with Cor-

relation Technique,” Proceedings of IEICE General Conference 2001, C–12–27, pp.

122, Mar. 2001. (in Japanese)

2. K. Asada, T. Nezuka, Y. Oike, and M. Hoshino, “Smart Sensor for 3-D Measurement,”

Proceedings of Scientific Research on Priority Areas Symposium, pp. 3 – 8, Mar. 2001.

(in Japanese)

3. Y. Oike, M. Ikeda, and K. Asada, “Design of Wide Dynamic Range Photo Detector

Using Log-response and Correlation Circuit,” Proceedings of IPSJ DA Symposium, pp.

159 – 161, Jul. 2001. (in Japanese)

4. Y. Oike, M. Ikeda, and K. Asada, “High-speed and High-accuracy Position Sensor

for 3-D Measurement Using Row Parallel Processing on the Sensor Plane,” IEICE

Technical Report, Vol. 101, No. 282, pp. 83 – 88, Sep. 2001. (in Japanese)

5. Y. Oike, M. Ikeda, and K. Asada, “Design and Evaluation of High-sensitivity and

Wide-dynamic-range Position Sensor for 3-D Measurement,” Proceedings of IEICE

the 5th Workshop on System LSI, pp. 307 – 310, Nov. 2001. (in Japanese)

6. K. Asada, T. Nezuka, and Y. Oike, “Real-Time 3-D Measurement System Using Smart

Access Image Sensor,” Proceedings of Scientific Research on Priority Areas Sympo-

sium, pp. 3 – 12, Mar. 2002. (in Japanese)

7. Y. Oike, M. Ikeda, and K. Asada, “New Pixel Architecture for High-Sensitivity Posi-

tion Detection,” Proceedings of IEICE General Conference 2002, C–12–47, pp. 129,

Mar. 2002. (in Japanese)



Chapter 10 List of Publications 208

8. Y. Oike, M. Ikeda, and K. Asada, “High-Speed Content-Addressable Memory Using

Synchronous Hamming Distance Search Circuits,” IEICE Technical Report, Vol. 102,

No. 2, pp. 19 – 24, Apr. 2002. (in Japanese)

9. Y. Oike, M. Ikeda, and K. Asada, “Smart Sensor Architecture for Real-Time High-

Resolution 3-D Measurement and Its Implementation,” ITE Technical Report, Vol. 26,

No. 41, pp. 37 – 40, Jun. 2002. (in Japanese)

10. Y. Oike, M. Ikeda, and K. Asada, “High-Speed Position Detector Using Row-Parallel

Architecture for Fast Collision Prevention System,” IEICE Technical Report, Vol. 102,

No. 399, pp. 7 – 11, Oct. 2002. (in Japanese)

11. Y. Oike, T. Nezuka, M. Ikeda, and K. Asada, “Challenges to Real-Time 3-D Imaging

Based on Light-Section Method,” presented at JTTAS The 85th Regular Meeting of

Next-Generation Vision System Committee, Nov. 2002.

12. K. Asada, Y. Oike, and M. Ikeda, “Intelligent Imaging and Pre-Processing: Real-

Time/Robust 3-D CMOS Imager,” Proceedings of Scientific Research on Priority Areas

Symposium, pp. 3 – 15, Mar. 2003. (in Japanese)

13. H. Shintaku, Y. Oike, S. Takayama, M. Ikeda, and K. Asada, “Design of FPGA for

Real-Time 3-D Imager Control and Fast Data Transmission,” Proceedings of IEICE

General Conference 2002, D–11–67, pp. 67, Mar. 2003. (in Japanese)

14. Y. Oike, M. Ikeda, and K. Asada, “640x480 Real-Time Range Finder Based on Light-

Section Method,” ITE Technical Report, Vol. 27, No. 25, pp. 1 – 4, Mar. 2003. (in

Japanese)

15. Y. Oike, M. Ikeda, and K. Asada, “Smart Active Range Finder With the Capability of

High Sensitivity, High Selectivity and Wide Dynamic Range,” IEICE Technical Report,

Vol. 103, No. 89, pp. 7 – 12, May 2003. (in Japanese)

16. Y. Oike, H. Shintaku, M. Ikeda, and K. Asada, “A Real-Time and High-Resolution

3-D Imaging System Using Smart CMOS Image Sensor,” Proceedings of ITE Annual

Conference 2003, 20–9, pp. 299 – 300, Aug. 2003. (in Japanese)

17. Y. Oike, M. Ikeda, and K. Asada, “An Image Sensor with High-Speed Feeble ID Bea-

con Detection for Augmented Reality System,” Proceedings of ITE Winter Conference

2003, 4–1, pp. 34, Dec. 2003. (in Japanese)



Chapter 10 List of Publications 209

18. Y. Yachide, Y. Oike, M. Ikeda, and K. Asada, “3D Measurement Method in Arbitrary

Viewpoint Based on Light-Section Method by Using Smart Image Sensor,” ITE Tech-

nical Report, Vol. 28, No. 20, pp. 33 – 36, Mar. 2004. (in Japanese)

19. Y. Oike, M. Ikeda, and K. Asada, “A High-Speed and Low-Voltage Associative Co-

Processor Using Word-Parallel and Hierarchical Search Architecture,” Proceedings of

IEICE General Conference 2004, C–12–37, pp. 138, Mar. 2004. (in Japanese)

20. Y. Oike, M. Ikeda, and K. Asada, “A High-Speed 3-D Range Finder Using Row-

Parallel Search Architecture,” IEICE Technical Report, Vol. 104, No. 174, pp. 7 –

10, Jul. 2004. (in Japanese)

21. Y. Oike, M. Ikeda, and K. Asada, “A 1024 x 768 High-Speed and High-Accuracy 3-D

Image Sensor,” Proceedings of ITE Annual Conference 2004, 19–1, Aug. 2004. (in

Japanese)

22. Y. Oike, M. Ikeda, and K. Asada, “Design of Digital Associative Engine for Manhattan

Distance Search,” Proceedings of IEICE Society Conference 2004, C–12–7, Sep. 2004.

(in Japanese)

23. Y. Oike, H. Hashimoto, M. Ikeda, and K. Asada, “A Color Demodulation Image Sensor

for Support of Image Recognition,” ITE Technical Report, Vol. 28, No. 59, pp. 9 – 12,

Oct. 2004. (in Japanese)

24. Y. Yachide, Y. Oike, M. Ikeda, and K. Asada, “Implementation of a Real-Time 3-D

Imaging System and Application to Multi-Viewpoint Measurement,” Proceedings of

IEICE the 8th Workshop on System LSI, pp. 255 – 258, Nov. 2004. (in Japanese)

Awards

1. Y. Oike, M. Ikeda, and K. Asada, “High-Sensitivity and Wide-Dynamic-Range Posi-

tion Sensor Using Logarithmic-Response and Correlation Circuit,” Best Design Award

from IEEE International Conference on VLSI Design & Asia and South Pacific Design

Automation Conference, Jan. 2002.

2. Y. Oike, Takeda Scholarship Award 2002 from The Takeda Foundation, Apr. 2002.



Chapter 10 List of Publications 210

3. Y. Oike, M. Ikeda, and K. Asada, “High-Speed Content-Addressable Memory Using

Synchronous Hamming Distance Search Circuit,” IP Award from Nikkei-BP LSI IP

Design Award, May 2002.

4. Y. Oike, M. Ikeda, and K. Asada, “High-Sensitivity and Wide-Dynamic-Range Range

Finder With Ambient Light Suppression,” IP Award from Nikkei-BP LSI IP Design

Award, Jun. 2003.

5. Y. Oike, M. Ikeda, and K. Asada, “Design of Real-Time VGA 3-D Image Sensor Us-

ing Mixed-Signal Techniques,” Best Design Award from IEEE Asia and South Pacific

Design Automation Conference, Jan. 2004

6. Y. Oike, M. Ikeda, and K. Asada, “A High-Speed Associative Processor Using Hierar-

chical Search Architecture Based on Hamming Distance,” the Outstanding IP Award

from Nikkei-BP LSI IP Design Award, May 2004.


