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ABSTRACT

We present a high-speed XGA 3-D image sensor based on the light-section method and its
applications. The 3-D image sensor has the capability of 1024 × 768 3-D position data of
a target scene in real time. It has been designed using a high-speed access method with an
adaptive threshold circuit and column-parallel time-domain ADCs, and fabricated in 0.35 µm
CMOS process. Sub-pixel position detection by the time-domain ADCs contributes to improve
range accuracy within 0.1% range error. Simulation results show that the 3-D image sensor
achieves 32.5k-fps position detection for the incident sheet beam. It corresponds to a real-time
3-D imaging system of 31.8 range maps/s. A range finding system with the 3-D image sensor
was demonstrated. We show some examples of 3-D imaging applications, and also review
performance requirements of a real-time system for the next step. The high-resolution and real-
time 3-D imaging has the potential capability of future and attractive applications such as 3-D
video contents.
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1 Introduction
In recent years we often see 3-D computer graphics in movies and televisions, and handle them inter-
actively using personal computers and video game machines. Furthermore new 3-D LCD panels are
being developed, so we will require high-quality 3-D video contents in the near future. Some range
finding methods were proposed for 3-D measurement, for example, the stereo-matching method,
the time-of-flight method [1]–[5] and the light-section method [6]–[12]. However the state-of-the-
art techniques [1]–[14] based on these methods have not achieved high-quality and real-time 3-D
imaging for the future 3-D video applications yet.

The stereo-matching method provides a simple system configuration with two cameras, in other
words, it provides a passive 3-D imaging system. It has been used for a kind of shape record-
ing under an ideal measurement setup or a gesture recognition system with rough range accuracy.
The time-of-flight techniques [1]–[5] are suitable for a real-time 3-D imaging system due to pixel-
parallel range capturing. However the range accuracy is limited at a couple of centimeters. For
example the range accuracy of Axi-vision Camera [5] is 1.7 cm at a distance of 2 m though it has
the capability of real-time 3-D imaging with 1280 × 720 (HDTV) pixel resolution. It is suitable for
an object extraction using range information.

To realize a high-resolution 3-D imaging system in short and middle range, the light-section
method is most suitable. It has the potential capability of less than 1 mm range resolution at a
distance of several meters. A system configuration of the light-section method is shown in Fig.1.
The sheet beam is projected on a target object and the image sensor detects positions of the incident
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Figure 1: Light-section 3-D measurement system: (a) birds-eye view, (b) top view.

beam as shown in Fig.1 (a). The projection angle α1 and the incidence angle α2 are provided by
the scanning mirror and the detected positions on the sensor plane respectively as shown in Fig.1
(b). Using triangulation, the distance of a target object is calculated by the baseline d and the angles
α1, α2. A lot of position detections are required during beam scanning to get a range map of the
target scene. In the light-section method, the range accuracy is proportional to the pixel resolution.
On the other hand, the range finding speed is inversely proportional to the pixel resolution since
much more position detections are required for a range map and the frame rate of position detection
becomes slower. Therefore the pixel resolutions of [10]–[12] were limited at 64 × 64 to 192 × 124
pixels while they achieved a real-time 3-D imaging with around 1 mm range accuracy.

We proposed a high-speed access method [15] using an adaptive threshold circuit and column-
parallel time-domain ADCs to realize a real-time 3-D image sensor with high pixel resolution. Then
the first real-time 3-D image sensor with 640 × 480 (VGA) pixel resolution was developed [16], and
the real-time VGA 3-D imaging system was presented [17]. In this paper, we present a high-speed
XGA 3-D image sensor based on the light-section method. The new 3-D image sensor has the
potential capability of 1024 × 768 3-D position data within 0.1% range error in real time. It has
been designed using the high-speed access method and fabricated in 0.35 µm CMOS process. The
preliminary tests for performance evaluation and some application examples of high-resolution 3-D
imaging are shown.

2 Sensing Scheme and Circuit Configurations

The developed XGA 3-D image sensor employs the high-speed access method [15] using an adap-
tive threshold circuit and column-parallel time-domain ADCs. A real-time range finding with 1024
× 768 pixel resolution requires 30k lines/sec position detection of a projected sheet beam. There-
fore a row access for the position detection must be carried out in 42 ns. It is difficult for a standard
readout scheme to realize such a high-speed access. On the other hand, a pixel circuit should be
compact as a standard CMOS imager to achieve high pixel resolution.

In the present sensor architecture, a pixel circuit is the same configuration of a standard CMOS
image sensor, which consists of 1 photo diode and 3 transistors in pixel as shown in Fig.2. The
pixel circuit has two operation modes of a 2-D imaging mode and a 3-D imaging mode. In the 2-D
imaging mode, MODE is set to low level. After an exposure period, pixels in the i-th row line are
selected by S ELi, and then the pixel value Vpd is read out through the source follower circuit as
VAL j as shown in Fig.2 (a). In the 3-D imaging mode, MODE is set to high level. A column line
VAL j is connected to the ground level, and another column line COL j is charged to Vpc by PRE.
The voltage level of COL j, which has been charged to Vpc, drops to the ground level according to
the pixel value Vpd as shown in Fig.2 (b). The higher Vpd is, the faster COL j drops. In other words,
the outputs of bright pixels, which receive the strong incident beam, drop more slowly than the other
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Figure 4: Simulation waveforms of activated pixel
detection using 0.35 µm CMOS process.

pixels. The pixel values are estimated in time domain during the row access. The slower-dropping
outputs are detected as activated pixels.

To detect the slower-dropping outputs in time domain, each column has an adaptive threshold
circuit as shown in Fig.3. The column output COL j is compared with the reference voltage Vre f

and sensed as the digital output DO j. Fig.4 shows simulation waveforms of the designed XGA
image sensor using 0.35 µm CMOS process. Here the precharge level Vpc is 2.5 V and the reference
level Vre f is 2.0 V. A column output of a pixel with the strong incident beam drops more slowly as
COL j+1 than the other outputs as COL j in Fig.4. The fastest output signal D j+1 from the darkest
pixel initiates the common trigger signal COM, which has been set to low level by DC at the same
time of row select by S ELi. The common line is connected to the neighbor columns, and then the



trigger signal COM latches all outputs (DO0,DO1...) through a delay circuit. The delay time Tth

represents the threshold margin ∆Eth. In the sensing scheme, the fastest transition timing of DO j

means the darkest pixel intensity Edark. Therefore the adaptive threshold circuit detects a pixel with
strong intensity over Edark + ∆Eth. The adaptive threshold scheme suppresses overall ambient light
intensity and fluctuation of access speed in each row. The time-domain sensing scheme has the
potential capability to acquire an intensity profile of activated pixels by using column-parallel time-
domain ADCs [15, 16]. The intensity profile contributes to improve sub-pixel accuracy by gravity
center calculation.

The activated pixels detected as S AO j+1 are transferred to the priority encoder via an edge
detection circuit. The priority encoder consists of two parts, a priority decision circuit and an
address encoder. The priority decision circuit keeps high speed in large input number due to a
binary-tree structure and a compact circuit cell. The delay increases in proportion to log(N), where
N is the number of inputs. It takes 11.1 ns with 1024 inputs in case of a circuit simulation using
0.35 µm CMOS process. The address encoder is implemented by dynamic logics and takes 14.0 ns
in the same case.

3 Chip Implementation

The XGA 3-D image sensor has been fabricated in 0.35 µm CMOS process. Fig.5 (a) shows a block
diagram of the 3-D image sensor. It consists of a pixel array, a row reset decoder, a row select de-
coder and a pixel value readout circuit with a column select decoder. Moreover the position detector
is implemented in the bottom part of the sensor, which consists of the adaptive threshold circuit and
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Figure 5: XGA 3-D image sensor: (a) block diagram, (b) microphotograph (c) specifications.
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the priority encoders. The intensity profile detector with the column-parallel time-domain ADCs is
implemented in the top part. The position detector of the bottom part is composed of three pipelined
stages. The first stage is the adaptive threshold circuit and the edge detection circuit. It provides the
left and right edge positions of consecutively activated pixels to the next stage. The second and third
stages are the priority encoders, which provide the addresses of the left and right edges. The edge
positions detected by the second stage are masked, and then the next position of activated pixels
is encoded by the third stage. The intensity profile detector in the top part has the column-parallel
time-domain ADCs to acquire an 8-scale intensity profile of activated pixels. The acquired intensity
profile is read out selectively by the center position of activated pixels, which is calculated by the
results of the position detector.

Fig.5 (b) and (c) show the chip microphotograph and specifications. The image sensor has 1024
× 768 pixels (XGA) in a 9.8 mm × 9.8 mm chip. The total number of transistors is 3.2M transistors.
The pixel size is 8.4 µm × 8.4 µm with 29 % fill factor.

4 Performance Estimation

Fig.6 shows the range finding speed of the XGA 3-D image sensor estimated by a circuit simula-
tion. The adaptive threshold circuit detects activated pixels in 30.0 ns after a precharge operation.
Moreover the column-parallel time-domain ADCs need about 10.0 ns to acquire an intensity profile
of activated pixels. The next priority encoder stage takes 25.1 ns and the intensity profile readout
stage takes 27.8 ns. Therefore the cycle time of row access is 40.0 ns since each stage is pipelined.
The XGA image sensor has the potential capability of 32.5k-fps position detection for the incident
sheet beam. It corresponds to 31.8 range maps/s with 1024 × 768 3-D data. However it requires
a high-speed sensor controller of 200 MHz, and also a strong beam intensity to activate pixels in a
short exposure time of 30 µs.

Fig.7 shows the possible range accuracy of the XGA 3-D image sensor in an ideal situation.
A range accuracy of the light-section method depends on not only pixel resolution but also setup
parameters, for example, a baseline distance between a camera and a beam source, a target distance,
a view angle of camera and so on. In this simulation, the baseline distance is 300 mm, the target
distance is 1100 mm, and the view angle is 20 degree. An intensity profile acquired by the time-
domain ADCs can improve range accuracy according to the number of scales as shown in Fig.7.
The maximum range error is 0.36 mm at a distance of 1100 mm in a normal position detection
without an intensity profile. Furthermore the range accuracy achieves < 0.19 mm theoretically by
using an 8-scale intensity profile provided by the time-domain ADCs.



5 Measurement Results and Applications

The developed XGA 3-D image sensor has been applied to a range finding system for the prelim-
inary test. The measurement system is composed of a camera board with the sensor, a scanning
mirror, a laser beam source of 300 mW and 665 nm wavelength, and a host computer. The host
computer is equipped with digital parallel I/O boards of 2 MB/s for sensor control, an 8-bit A/D
board for 2-D imaging, and a 12-bit D/A board for mirror scanning. The host computer controls
the sensor and the sheet beam projector, acquires data from the sensor, and calculates 3-D position
data. In the measurement setup, the viewing field of the camera is 400 mm × 300 mm at a distance
of 1100 mm. The baseline between the camera and the sheet beam projector is 300 mm.

Fig.8 (a) shows a measured 2-D image of a target scene with 1024 × 768 pixels. Fig.8 (b) is
a range maps reconstructed from the measured 3-D data. In the range map, brightness represents
a distance from the camera. That is, the bright area is close to the camera and the dark area is far
from the camera. A range finding system can be applied to various application fields. For example,
an object extraction is realized promptly due to a range map as shown in Fig.8 (c). The object
extraction method provides a depth-key system in stead of a chroma-key system. In this system, a
blue-back screen is unnecessary. Therefore it can be applied to a realistic synthesizing system of
real images and computer graphics, which has been reported in [5]. Fig.9 shows another application
of the 3-D imaging system. The light-section 3-D measurement with high pixel resolution provides
a precise wireframe model as shown in Fig.9 (a), which cannot be realized by the time-of-flight
techniques [1]–[5] and the conventional light-section techniques [6]–[12]. A texture-mapped 3-D
object is reconstructed by the wireframe model and the captured 2-D image as shown in Fig.9 (b).

near

far
(a) target scene (2-D image)

(1024 x 768 pixels)
(b) a range map

(c) object extraction (from 2-D image by range data)

Figure 8: Measured images and object extraction: (a) a 2-D image with 1024 × 768 pixels, (b) a
range map, (c) object extraction using range information.



(a) a wireframe model (b) a texture-mapped 3-D object

Figure 9: Reconstructed 3-D images: (a) a wireframe model, (b) a texture-mapped 3-D object.
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pixel resolution has some system requirements as
shown in Fig.10. First, a 3-D image sensor needs
to detect an incident sheet beam on the sensor plane
in 30.7k fps. Our developed 3-D image sensor has
the capability of 32.5k-fps position detection. Sec-
ond, the high-speed position detection requires 200
MHz sensor operation. It is difficult to be realized
by direct control from a host computer. It will need
a special controller implemented on FPGA/ASIC.
It is better that the controller has the capability of
triangulation processing. Furthermore a real-time
3-D imaging requires high-speed data rate over 48
MB/s between the controller and the host computer
to transfer 1024 × 768 3-D data. In the high-speed position detection over 30k fps, an exposure time
becomes 30 µs. Therefore a strong beam projection is required for pixel activation. A beam source
of 4 W is necessary in the worst case because the sensitivity of the fabricated sensor is very low due
to a PN-junction photo diode and no micro lens using a standard CMOS process. It has a potential
to be suppressed up to around 200 mW by a special process for CMOS image sensors.

6 Conclusions

We presented a high-speed XGA 3-D image sensor based on the light-section method and its possi-
ble applications. It has been designed using a high-speed access method with an adaptive threshold
circuit and column-parallel time-domain ADCs, and fabricated in 0.35 µm CMOS process. Simu-
lation results show that these techniques realize a high-speed position detection of 32.5k fps with
1024 × 768 pixel resolution, and provide high sub-pixel accuracy within 0.1% range error. Some
application examples of high-resolution 3-D imaging were demonstrated by a measurement system
using the fabricated XGA 3-D image sensor. We have reviewed a possibility of a real-time 3-D
imaging system using the XGA image sensor, and raised some practical problems as future works.
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